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The machine learning recognition system for the differential diagnosis of patients based on heterogeneous
nephrology parameter complexes is being considered, transitioning from instrumental means of examination. Training
utilizes empirical statistics of clinical cases in a database with reliable diagnoses. The purpose is to expand the
capabilities of information extraction from similar databases for training recognition procedures by enriching this
toolkit with new features containing characteristic aspects of the extracted information.

The research object is the mathematical and software toolkit for training recognition procedures of patient
differential diagnosis based on statistics of reliably diagnosed clinical cases. The subject of the study is the software
procedures for forming models of parameter complex incidence during training along scales of their values and the
procedures for using these models in diagnostics. Model acquisition is perceived as the main content of the training
process in ensuring diagnosis differentiation. A criterion for accepting preferential diagnostic decisions using such
models is proposed. To simplify the development of mathematical and software procedures, heterogeneous symptom
complexes are normalized and transformed to the [0; 1] scale.

The introduction states the significant prevalence in medicine and related fields of databases with medical and
biomedical data statistics on parameters and characteristics of human organs and systems in different conditions, their
medical interpretation, and their use for various purposes, often associated with patient diagnostics. The problems of
their formation and use are outlined on real databases, with one complicating factor in the development of diagnostic
hardware-software being the substantial heterogeneity of parameters determined by patient examination instruments.

Keywords: patient diagnosis;, heterogeneous symptom complexes;, parameter normalization; parameter

distribution models; decision accumulation criterion.

Introduction

In both theory and practice of medicine and related
fields, the prevalence of various open and closed-access
databases of medical and biomedical data [1 — 3], diverse
in their medical specialization and purpose, has become
rooted and continues to progress. The extraction and
utilization of information [1 — 3, 4] accumulated in such
databases for various purposes, ranging from its study in
professional training of specialists [1, 3, 5, 6] to its
application in addressing various practical tasks in the field
of medicine and related areas [1 — 4, 6 — 15], are gaining
increasing relevance and importance. There remains a
demand for the development of various software and
hardware tools for obtaining necessary information from
such databases in different sectors of subject area
specialization [1, 3, 5, 16 — 18], including the demand for
the development of simple specialized modules in
software and hardware implementations [1, 3, 19 —21].

Each type of toolkit for extracting necessary
information from such databases and the corresponding
tools that use it to address their issues have their own
characteristics, their own emphases, and their effectiveness
in extracting and using their available information [1 — 3,

9, 15, 21 — 26, 28] contained in the existing data, as well as
their peculiarities in implementing components of
accumulated empirical observation experience of objects,
processes, and phenomena [1 — 4, 7, 22, 23, 26, 28] are of
interest. Perhaps, there is no universal toolkit for such
purposes, and each new development can be seen as
obtaining data processing tools that complement the
existing toolkit and may demonstrate sufficiently high
effectiveness in their use, which needs to be verified for its
effectiveness [1, 2, 5, 6, 21, 24, 26, 28], and in this sense,
the relevance of such research and developments persists.

One of the obstacles to the development of the
mentioned simple specialized software and hardware
data processing toolkit in the subject area under
consideration is the heterogeneity of parameter
complexes [1 — 6, 9, 10, 18, 22, 29, 30] collected in
databases with descriptions of clinical cases. This
complication can be overcome by simple uniform linear
data transformations [41, 42] considered in the work.

One of the main reasons for the heterogeneity of the
mentioned databases is that they often represent
collections of descriptions of clinical cases from medical
practice with the results of patient instrumental
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examinations [1 — 3, 5 — 7, 12, 15] or the results of
purposeful statistical studies [1 — 3, 10] related to the
analysis of the impact and consequences of professional,
climatic, and other conditions on human life processes [1,
2], the analysis of the dynamics of processes and
phenomena in the body, the disclosure of relationships
between the past, present, and future states of organs and
systems at different levels in the body [1, 2, 4, 9, 10, 12 —
14, 19, 22], the identification of influencing factors [1, 7],
risk factors [1, 22], chances of favorable outcomes [1,
18], as well as the determination of characteristic
regional features [1, 9] related to population health
provision, which explains the heterogeneity of parameter
complexes in databases.

Such databases contain real factual material of
various physical nature, different levels of accuracy and
reliability [1, 5, 6, 15, 28]. It is obtained empirically,
including the use of software and hardware complexes of
various, including medical, purposes and complexities,
using unique and widely used means of patient
examination, means of studying metabolic processes and
products of human life activity, reactions to various
influences, as well as tools for studying food products,
water, determining environmental parameters, properties
of biomedical materials [31 — 38]. Data may be collected
during patient observation in the process of their
dispensary examination, prevention and treatment,
medical examinations, professional selection, surveys,
categorization of the examined population by gender,
age, working conditions, lifestyle, by risk groups and
health level groups, by other characteristics as part of
their comprehensive characterization [31 — 38]. This
increases the diversity and heterogeneity of information
in the obtained similar numerous parameter complexes in
databases, the most valuable of which are annotated.

This data heterogeneity about conditions, objects,
processes, and phenomena in the subject area, especially in
identifying cause-and-effect relationships in the occurrence
and development of diseases, is a complicating factor in the
study of such data [1 — 3], in the practical application of
collected statistics in analysis [1 — 3], and the interpretation
of specific clinical cases [1 — 3], in the choice of treatment
strategies, tactics, and means for patients [1 — 3], in assessing
the effectiveness of treatment in the dynamics of its conduct
[1 — 3]. The heterogeneity of parameters and characteristics
in databases, the use of quantitative and nominal indicators
[1, 5, 6, 39], which differ in their physical nature, ranges of
values, characteristics of measurement tools for their
obtaining, and other properties, also complicates the
development of software and hardware tools for processing
collected data, including the development of specialized
tools [1 — 3], as well as the use of statistical processing
results in the interpretation of collected factual material [1, 5,
6, 31 — 38, 39], and the use of its results in further decision-
making support [1, 5, 6,31 —39].

The greatest inconvenience, at first glance, may be
caused by the heterogeneity of quantitative parameters,
the range of values of which may be characterized by
several orders of numbers [1, 5, 6, 31 — 39], expressing

their value. The need for a joint consideration of data
complexes of different in essence nominal and
quantitative parameters [1, 5, 6, 39] also poses certain
difficulties. However, as previous studies have shown,
these difficulties are easy to overcome. Demonstrating
this was one of the tasks of this work.

The main focus of this work is dedicated to the
heterogeneity of quantitative parameters, for which a
database in the field of nephrology [5, 6] was
examined in its application to addressing patient
diagnostic issues [5, 6]. The question of reconciling
nominal parameters, different in sets of their possible
values, as well as solving a similar issue for
combinations of quantitative and nominal parameters
in symptom complexes and other complexes of similar
data, can be detailed in a separate study.

The relationship between quantitative and
nominal indicators in real databases, as well as the
number of interpretation variants of human body
conditions, as research has shown, can be extremely
diverse and even practically polar, when databases
provide statistics for parameters of only one type.

In analyzed open databases, the number of
possible interpretation variants of human body
conditions turned out to be as follows: [31], [32], [33],
[34], [35], [36], [37], [38], where the notation g and n
are used for quantitative and nominal parameters,
respectively. Initially, the number of interpreted states
by the database is indicated here, and in parentheses,
the quantitative composition of the indicators whose
values characterize these states is disclosed.

The purposes of these databases also vary
significantly. The first database provides a dataset at the
cellular level on breast cancer, dividing the neoplasm into
malignant and benign [31]. The second database contains
samples of parameter values in complexes used to predict
stages of liver cirrhosis [32]. The third database is
intended for informational support in addressing the
question of whether a patient with symptoms should be
classified into a high-risk group for severe Covid-19 or
not. The issue of building an appropriate machine
learning model was considered here [33].

The fourth database is built on the classification
of fetal health as normal, suspicious, or pathological,
with statistics of values of used indicators in each
case. The purpose of using the database is diagnostic,
providing timely diagnosis in medical practice to
avoid child and maternal mortality [34]. The fifth
database contains a dataset for the analysis and
prediction of heart attacks, considering four types and
the distribution of clinical cases into two groups where
the occurrence of an attack is present or absent [35].
The sixth database contains sets of 11 clinical signs
for predicting heart failure. The interpretation of these
sets is considered in two variants [36].

The seventh database provides a dataset of lung
cancer patients, who were divided into groups living in
areas with high and low levels of air pollution, to identify
a range of risk factors for the disease [37]. The eighth
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database offers a set of indicators for predicting the
probability of a stroke in a patient based on such input
parameters as gender, age, presence of various diseases,
type of occupation, smoking status, and others. High and
low stroke risk groups are considered based on statistics
of confirmed stroke cases in some patients [38].

The goals of creating databases and the composition
of symptom complexes used imply that they are
fundamentally diagnostic-oriented and closely aligned in
design and usage to address issues of differential diagnosis
[31-38], ultimately serving as informational support during
the training of diagnostic decision-making procedures [31-
38], which is the main focus of this work.

The object of the research and development here
are the mathematical and programmatic procedures for
training recognition procedures of differential diagnosis
systems for patients, which are built on the use of
databases with statistics of descriptions of nephrology
clinical cases with diverse symptom complexes
consisting of eight quantitative parameters and with three
diagnoses considered in the database [5, 6].

The subject of the research is the development and
use of models for encountering various parameter values
for different diagnoses [1, 39] within ranges of their values
when forming diagnostic decisions using recognition
procedures of differential diagnosis for patients.

The models are formed according to the statistics
of symptom complexes in the database. The procedures
for making diagnostic decisions are built according to
the method of accumulation [1, 5, 21], the decision
criterion of which is oriented towards the use of the
proposed probability density distribution models along
the scales of symptom complex parameters, which
differ from histograms [1, 5, 6, 39] and differ in
content. The software implementation of the proposed
procedures is done in Python [40]. The ability of the
models discussed in the work to be used in training
recognition decision procedures was tested with an
assessment of the sensitivity, specificity, and overall
validity of diagnostic decisions [1, 2, 5, 6] based on the
statistics of the database used for training.

I. Key decision of the work and tasks set for
the development of software procedures for
training a recognition system

The development of software procedures for
training is considered in the work concerning the
recognition system as part of the diagnostic system for
patients based on the results of their examination in
the differential diagnosis phase. The situation is
examined in which a small list of possible diagnoses is
compiled based on patient data and their health status,
one of which must be selected using recognition
software  procedures and available diagnostic
experience in similar clinical cases [35, 6].

The experience of such diagnostics in the context
of this task is concentrated in a specialized database
focused on similar clinical cases [5, 6]. Each such case
contains a verified diagnosis in its description, and

their descriptions form homogeneous specialized
symptom complexes [5, 6]. One part consists of
categorical descriptions of patients [5, 6], their overall
health status, and individual organs and systems. The
second part provides quantitative indicators [5, 6]
obtained during patients' instrumental examinations.

Medical practice provides many examples of using
diverse symptom complexes characterized by different
nature and scales of indicators within specialized health
issues [5, 6]. This poses a significant complicating factor
in the development and application of recognition
procedures in differential diagnosis and in organizing
their training. When dealing with different scales of input
parameters, specialized multi-input computational
devices for forming predominant diagnostic decisions
become more complex compared to devices with
uniform input scales. Recognition of diagnoses through
software procedures becomes more intricate.

The work assumes that the patient's condition
undergoing differential diagnosis is characterized by a
symptom complex of the same type as in the database,
and the recognition system, pre-trained on the database
statistics, should propose a diagnosis predominant based
on the accumulated experience in the database. The key
decision of this work, around which the circle of research
and development tasks (Fig. 1) was formed, is the utilization
in diagnosing patients of differences in the occurrence of
parameter values of symptom complexes on their scales for
different diagnoses.

The main decision of this work is decisive

for the formation of a range of tasks
for research and development:

» diagnostics of patients is based on the use of differences in the
occurrence of parameter values from the composition of their
symptom complexes for various diagnoses;

» this occurrence is characterized by models of distribution of
probability densities of such values along operating scales of
parameters;

+ models are formed on the basis of database statistics with
symptom complexes of patients whose diagnoses are verified
and reliable;

 thedecision regarding the diagnosis of a specific patient can be
built on the complex usage of all such models for all parameters
and all possible diagnoses.

Figure 1. The main decision in forming the range of tasks
for the formation of a range of tasks for research and
development in this work

This occurrence is characterized in the work by
models of probability density distributions of such
values along the working scales of parameters. The
models are formed based on the statistics of patient
symptom complexes with similar medical issues
collected in the database. The description of each
clinical case in the database used is provided with a
reliable diagnosis [3, 6].

Such a key decision in this work naturally raises
and makes one of the central (Fig. 2) questions about the
capability, or in other words, the productivity of using
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sets of probability density distribution models for
parameter values of symptom complexes along their
working scales to build software procedures for
differential diagnosis and their training. In other words, it
is a question of the effectiveness of generalizing and
using practical diagnostic experience of patients in the
form of such models. This led to the need for conducting
special research of this nature in the work.

The main question
about the key decision of work:

question about the ability, efficiency of using complexes of models
of probability density distributions for parameter values of
symptom complexes along the working range for the construction
of software procedures of differential diagnosis and their training;

question about the effectiveness of the generalization and usage in
the form of such models of the practical experience of diagnosing
patients.

Figure 2. The main question about the key decision of
work

In this regard, during the research and development
process, the quality of differential diagnosis decisions for
patients proposed by recognition software procedures
should be verified and confirmed [1, 5, 6]. Consequently,
it was envisaged that preliminary tests would be
conducted during the research to assess the accuracy of
the decisions proposed by the developed software
procedures, particularly using the available database
statistics [5, 6]. Furthermore, in the process of
delineating the tasks outlined in this work, in the
development, investigation, and discussion of issues
related to the use of recognition software procedures
in systems for the differential diagnosis of patients, as
well as procedures for their training and quality
assessment, such key concepts and corresponding
informational objects were used by the software
procedures (Fig. 3).

The list of possible diagnoses for differential
diagnosis is mandatory here. The range of possible
diagnoses should be oriented towards similar patient
health issues and be fully and unambiguously defined. It
is assumed that the analyzed clinical case should be
differentiated based on this list. The list will be used both
in dividing clinical cases into groups to obtain
characteristics of symptom complexes useful in the
training of recognition procedures and in the process of
selecting preferred diagnostic decisions based on specific
symptom complexes. The medical issues of patients'
health and the database discussed in the work are chosen
purely to illustrate the content of the research and
development, the results of which can be applied to the
differential diagnosis of other medical profiles.

The database is considered and used here as actual
prior material for machine learning of recognition
procedures for differential diagnosis [1, 2, 5, 6, 41, 42], as
well as for evaluating the quality of this training during

tests of trained decision-making procedures considering
the presence of correct diagnoses init[1, 5, 6].

Basic concepts and informational objects
in the development and training
of recognition software procedures

e N
1. List of possible diagnoses of differential diagnostics of patients with
certain problems in their health.

2. A database specialized on similar health problems of patients, which
contains their symptom complexes and reliable diagnoses.

3. Similar symptom complexes of patients from the database with a set of
categorical and quantitative indicators to characterize their health.

4. Symptom complexes of new admitted patients with related medical
problems for their differential diagnosis.

5. List of indicators for evaluating the quality of solutions offered by
recognition procedures in the differential diagnosis of patients.

6. Panoramas of the predominant diagnoses on the parameter operating
scales of symptom complexes.

7. Constituent criteria of the formation of predominant diagnostic decisions
regarding sets of parameters of patient symptom complexes.

8. Diagrams of parameters ranked by diagnostic value symptom complexes
of specific patients.
\\

J

Figure 3. Basic concepts and information objects in the
development and training of software recognition
procedures in systems of differential diagnosis of
patients

Each patient's symptom complex in the database
or the symptom complex of a patient undergoing
diagnosis is considered as a whole, an indivisible
combination of parameter values that together
characterize their health issues [1, 5, 6]. The same
values are expected to be jointly used in the criteria
for accepting preferred diagnostic decisions proposed
by the software procedure.

New patient symptom complexes undergoing
diagnosis are considered as initial information objects
that must be transformed by recognition procedures
for differential diagnosis into appropriate diagnoses
based on the experience accumulated in the database.

As indicators for assessing the quality of
decisions proposed by recognition procedures trained
on the available database material, it is advisable to
include indicators of sensitivity, specificity, and
overall validity of decisions [1, 5, 6]. Along with
them, other additional indicators may be considered,
the appearance and transparent content of which are
related to the logic of data transformation in this work.

Overall, the tasks set in this work for the
development of software procedures for training a
recognition system have been divided into seven main
blocks according to the logic of development,
research, and use of recognition procedures in the
software of specialized systems for the differential
diagnosis of patients, the logic of their training, and
the need to assess its quality (Fig. 4).

The block of developing software procedures for
data preprocessing should ensure the formation of
procedures to standardize heterogeneous symptom
complexes from the database into a format convenient
for generating diagnostic decisions and training
software procedures used for diagnosing patients. The
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main focus of the block on developing procedures for
forming diagnostic decisions is the development of
software tools for generating diagnostic decisions
based on patient symptom complexes. The block on
training  recognition  procedures ensures the
development of software tools for generating and
using data necessary for the operation of procedures
for forming diagnostic decisions based on patient
symptom  complexes.  Supplementary  blocks
associated with the development of necessary software
tools are also anticipated.

The block for developing software procedures for
processing patient data in their differential diagnosis
involves developing procedures for processing
heterogeneous patient symptom complexes to select the
most probable diagnoses based on the available statistics
in the database. The block for developing software
procedures to investigate the effectiveness of training is
designated for developing software tools for assessing
the quality of decisions proposed by trained recognition
procedures.

The blocks at each level constitute the content of
relatively independent stages of development and
research. Implementing such stages sequentially, as
depicted in the figure, is reasonable. The minimum
subset of blocks 1 — 3, 6, 7 is necessary to complete the
development cycle. The rest can be realized in further
research. The software procedures planned for

development in each such block will typically be
components, and their content will be elaborated
sequentially and in detail later. Nonetheless, at this
stage of development, based on the purpose and
general content of the designated blocks of tasks, it
can be concluded that the main content of training
recognition software procedures in decision-making
systems for specialized differential diagnosis of
patients based on heterogeneous symptom complexes
of their clinical cases may involve the following
actions (Fig. 5).

It is easy to see that the central task of the
developments and research in this case is the
coordinated development of two software procedures
(Fig. 6). The first procedure is intended to standardize
the presentation of symptom-complex parameters in
working windows for processing, while the second is
for obtaining models that underlie diagnostic decision-
making.

The resolution of the stated tasks of developing
software procedures in the listed blocks involves the
development of corresponding mathematical data
processing procedures discussed in the work and their
software implementation, primarily oriented towards
using the Python programming language toolkit. The
general content of such developments and research is
further elaborated below.

The main blocks of the assigned tasks of developing
softw are procedures for forming diagnostic solutions
and teaching such procedures

2. Development block of

1 Development block of
software procedures for pre-
procesamg of data

sofrware procedures for
formanon of probabilitv densuy
distribution modelz for
parameter values of svmptom

complexes.

3. Development block of
sofrware 1ools for tramming
procedures for forming
diagnosc solutens.

4. Development block of software

procedures for formmanon of panoramas of

predominant diagnoses on the scales

paraneters of svmptom complexes.

of
s

% Development block of software

procedures for obraining chats ranked by

diagnesuc values of parameters in
mptom complexes of peafic panents

7

A,

% Developmemt block
of software procedures for obtaning
charts ranked by diagne stic vaues
of parameters in svmptom complexes
of speafic patients.

-

r

L.

7. Development block
of software tools for the purpose of
evauating the effectveness of
waining procedures for the formaton
of diagnosn ¢ solutions.

_

Figure 4. The main blocks of the assigned tasks of developing software procedures for forming diagnostic

solutions and teaching such procedures
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The main content of learning recognition procedures based on
descriptions of clinical cases with heterogeneous symptom
complexes

1. Determination of working range for parameters of
symptom complexes according to database statistics.

2. Formation of single scales of heterogeneous parameters of
symptom complexes for all possible diagnoses.

3. Probability density modeling for the distribution of
parameter values along the working range scales for different
diagnoses.

4. Transferring characteristics of working range and
probability density models to recognition procedures.

Figure 5. The main content of learning recognition procedures based on descriptions of clinical cases with

heterogeneous symptom complexes

Main task

of development and research in work

cooldinated development
ol mathematical apd software procedures
that provide

bringing the scales of work

srmprom complaxes
to a unifiad view

range of disparate parameters of

me

formation of probabilite density

distribution models
of these pammetars
on such seales

Figure 6. Main tasks of development and research in work

II. Formalization of the task of developing
software procedures for training a recognition
system and the general content of mathematical
data processing procedures in its resolution

Adbhering to the general logic of developments and
research outlined by the list of task blocks for the
development of software procedures, we will introduce
necessary notations to formalize the formulation of these
tasks and elucidate the content of mathematical
operations on the data that underlie their resolution.

Pre-processing of symptom complexes in the
database. Its essence lies in the general standardization
of various parameters of symptom complexes to
unified scales, on which the available statistics of the
database will be considered and probability density
distribution models of different parameter values, used
in the criteria for accepting diagnostic decisions, will
be constructed. At the beginning of the pre-processing
of symptom complexes (SC) in the database, they are
sorted by diagnoses into three groups in their initial
form [5, 6] and brought into a working format
(Table 1). The format of all SCs is the same.

Initial overview of the used database shows that the
quantitative parameters of its symptom complexes

60

include: Age — the total number of years lived by the
patient at the time of examination; kidney parameters:
Length, Width, Thickness, and Thickpair — the length,
width, thickness of the patient's kidney, and the thickness
of its parenchymal layer, [mm]; dimensionless parameter
Index, as well as parameters of blood flow through the
kidney: speed Speed, [cm/s] and acceleration Speedup,
[cm/sz]. There are two nominal parameters in the
symptom complex: Sex — gender and L, R — an
indication of whether the kidney is left or right, which
was considered in each clinical case. Therefore, the
parameters here are diverse in nature.

At the same time, there are also different numerical
values in the database not only for different parameters but
also for the same parameters for different differentiated
diagnoses (healthy), (polycystic), and (hydronephrosis):
respectively, Age (21 — 74, 37— 74,21 — 68), Length (82 —
135, 98 — 129, 99 — 144); Width (39 — 74, 44 — 89, 41 -
85); Thickness (36 — 72, 37 — 88, 36 — 67); Thickpair (1 —
27,211, 6 —27); Speed (13.3 —46.6, 2.3 —43.3, 145 -
41.5); Index (0.56 — 0.70, 0.52 — 0.74, 0.69 — 0.80);
Speedup (51 — 685, 88 — 656, 98 — 545) — with the
provided dimensions. The lengths of the intervals (widths
of the ranges) of parameter values are different.
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Table 1. Working data format

1 2 3 4 5 6 7 8 9 10 | 11 12
Numbers in the groups Diagnosis: healthy, £ £ g é k> 5 —g o
of each diagnosis polycystic or 5% | 5 = S -2 21 28| <
PR . hydronephrosis: v | d A = E|l 27| &
la, lb or lc A BorC
Quantitative parameters

The working format in which the data are presented
differs from the original only by some rearrangements of
indicators of clinical cases in symptom complexes, but
this creates certain conveniences in the development of
computational procedures.

In this format, after the patient's clinical case
number in his group by diagnosis (which is also his
symptom complex number), his reliable diagnosis is
indicated, the values of nominal parameters (there are
two of them here) are mentioned, and then the values
of quantitative indicators are provided. There are eight
of them, and they are listed in the table.

Patient cases are further labeled with an index I . To
this index, an additional auxiliary index a, b or ¢ is
added according to the patient's diagnosis, which may be
established by the task of differential diagnosis. Such a
composite index indicates the number of the symptom
complex group where the diagnoses are the same. The
patient case numbers in the groups are as follows: i , i, ,

i — symptom complex numbers in groups with

corresponding  diagnoses,  where i, =1,2,3,..,n,;

i, =1,2,3,..,n,5 i, =1,2,3,..,n; n,, n,, n,— the number

of symptom complexes with diagnoses A, B and C .

For the numbering of parameters within the
symptom complexes themselves, index j is used; here
j=12,3,..,12 — position numbers in the working
format, listed in the first row of the table.

Scales of various parameters, which need to be
standardized, are determined based on the available
statistics of these parameters' values in the symptom
complexes of the database. Standardization is done
step by step. In this process, any scales for parameters
of the same type are chosen uniformly for all
diagnoses. Consequently, for any parameter value in
the symptom complex, based on the comparison
results by the recognition procedure of combined
probabilities on a single scale for different diagnoses,
a clear preference can be given to one of them based
on the highest value of the specified probability.

The parameter values of the symptom complexes
in their original form after rearrangement according to
the specified format are denoted as elements x; of the
array in the form , , , , .

J iJ ij

‘a

in groups according to

the listed diagnoses.
The boundaries of the working scales (minimum

and maximum values xmi ;o Xma; of parameters) are

determined based on the known statistics of the
database, which is considered as a whole regardless of
diagnoses. The parameter values on these scales have
their natural dimensions.

Further, the parameters are considered within
working windows, which are bounded by the limits of the
working scales of these parameters based on the available
statistics. Therefore, all available statistics of the database
fit within these limits, revealing the actual location of the
points of the database statistics, and necessary probability
distribution models can be constructed for the values of
parameters for different diagnoses.

In the initial working windows, which are
intermediate, parameter values are denoted and
supplemented with additional indices according to

diagnoses:  Yi,j, Yy, Yii. The recalibration of
parameters in these working windows is performed
according to the formula: Vi =X — xmij . After this,

ij
of 0 and

the scales boundaries
(xmaj - xmi j) . The dimensions of the parameters are

acquire the

preserved for now.

Next, transformed working windows are used.
They are the previous working windows normalized
by the sizes of their scales. The parameter values in

them are denoted as Zij with variations z, i Zige
a b

z. . according to diagnoses, as in the previous case.

le

The recalibration of parameters in such working
windows is carried out according to the formula:
Z; —(xij—xmzjj / [xmaj—xmzjj.
Parameters of varying dimensions and ranges of
values in the symptom complex are transformed into
homogeneous normalized parameters with scales [0;1]
within the same working windows. Parameters lose their
former dimensions and become dimensionless. The
scales of different symptom complex parameters become
standardized and have boundaries from O to 1 inclusive.
Such parameter transformation is linear. If we
consider the key relationship y = kx + b, then the provided

formula for transformation into a normalized working
window takes the following form:

Z; = [1/ [xmaj —xmijﬂ [l + [—xmi ; / (xma ; —xmij]]

what is needed next is to preserve the mutual positions
of the database statistics points entirely. The initial
location of all points in a certain scale is transferred to
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such standardized windows.

It is precisely in these windows that statistics of
the distribution of parameter values along the
specified scales are separately considered for different
diagnoses, and necessary probability density models
are formed for decision-making.

Formation of piecewise and smooth models of
probability density distributions. Forming such models
for the density of probabilities of different parameter
values from the database is done separately by types of
parameters. Initially, the values of each parameter
encountered in the database are plotted as points on the
scales of their working windows. The distribution of
points along such scales gives an idea of the probability
densities, the models of which are used in making
diagnostic decisions.

Placing these points on the scales is done in the usual
order of viewing records in the database. After this, the

Ap(k)

1

Standardized working range

Points for interpolation

points are renumbered. The numbers i, =1,2,3,...,n

a’

i, =12,3,.,n,; i, =12,3,.,n  in the list of

symptom complexes in groups with the same diagnoses
are replaced by the numbers of the same points

k,=123,.,n,; k, =1,2,3,..,n,; k. =1,2,3,...,n,

in their hierarchy along the scales in the order of increasing
parameter values. The number of points in the groups is
preserved, only their order changes. The multiplicity
(possible repetitions) of statistics points is then separately
considered. Based on the position of these points and their
new numbering, a reference stepwise model of the
distribution density of probabilities of different values of
each parameter along its scale is formed.

The graphical representation of such models is
characterized in Figure 7.

\
\
L 7 , / // \\ \\
I L7 // \ \
] I NN
N |
6]
min max
Zmi; Statistics of Z;; parameter values for the same diagnosis Zma;
O (points 1, 2,3, 4, 5, 6) 1

Figure 7. Step model of probability density distribution by parameter values for a specific diagnosis

During modeling, all parameter increments in the
available window statistics are considered equal in
terms of the share they contribute to the resulting

probability. The probability shares Ap,, Ap,, Op,,

contributed by parameter increments for different
diagnoses depend on the number of symptom
complexes in each group. Given that the total value of
such increments under normalization condition equals

one [1, 42, 43], it can be expressed as Ap, =1/n,,

Dp, =1/n,, Bp. =1/n_.

The increments along the parameter scale in the
working window, as shown in the figure, are unevenly
distributed. The less frequently the increments occur,
the lower the probability density values modeled in
this interval. In the reference model under
consideration, the probability density is considered
constant between adjacent increments. Its magnitude
in the first step is dependent on the length of the
interval where it is modeled. It is calculated as the
reciprocal of this length.

62

For the k point on the graph, it is considered
By, (k) =1/(2 —2,,) . If k=1, then z(k=1)=0 is
taken. On the last interval, up to the right boundary of
the window, the value Ap (k)=0 is selected. If the
first interval starts at the window boundary, model
formation begins from k =2; Ap, (2) = 2/(z2 - Zl) ;

and this is taken into account during the normalization
of the initial approximation to the probability density
model under consideration. This transformation option
simplifies the conceptual side of building such models
in the first step.

Under the normalization condition for probability

density [1, 42, 43], it must be %Apk (k) =1 for any of the

diagnoses, and therefore, the relationships Ap, (k) must
hold for > Ap, (k) = y%[l/(zk ~2,) ] =1. Hence,

=121/ (2~ 5y ) | and ap (k) =9, () 1y
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Therefore, for the calculation of Ap (k) and the
model density values, Ap, (k) are initially calculated, then
¥, and then recalculated Ap, (k) to Ap (k) . In this case,

the normalization condition is ensured. The magnitude y
is a constant needed to maintain the relationships between
all Ap, (k) calculated in the specified manner. Such

calculations are performed separately in the groups of
symptom complexes for each diagnosis; the coefficient

acquires additional indices: ), V. V..

This normalization is important to make the results
of the analysis of the frequency of values of all quantitative
parameters within the SC composition comparable. Then,
for each parameter, obtaining density probability estimates
is indeed ensured, creating the possibility of comparing
them with each other for different diagnoses and
identifying diagnostic advantages for each parameter.
These density probabilities and identified advantages are
easily taken into account together in complex, component
criteria for forming diagnoses based on the totality of
values of all parameters in the composition of a specific
symptom complex for the clinical case under
consideration.

By their form and content, the models of probability
density functions used are similar to ordinary histograms
of probability distributions over intervals on parameter
scales. The separators of intervals in the models under
consideration are not points of a uniform grid within the
ranges of interest, but rather points of actual parameter
values in the available statistics of the database, which is
the fundamental difference between these models and
histograms.

The discussed reference models can have
independent significance in recognition procedures
and can be used in forming diagnostic decisions. In
this case, to reveal the uncertainty at the breakpoints
of intervals, average values between adjacent
probability levels were taken. An important feature of
such models, arising from the order of their
construction, is that within the working ranges of
parameter values for any diagnosis, there are no
intervals with zero values of probability densities,
which could lead to diagnostic uncertainty.

On the contrary, the combination of probability
density models for all possible differentiated
diagnoses in a common working window does not
lead to the situation where all densities simultaneously
have zero values at certain parameter values in this
window. At least for one of the diagnoses, the
probability density is not zero, which allows
determining the diagnosis with the dominant value of
this density for any parameter value on the scale of the
common working window and reaching a clear
predominant decision when choosing it.

On the other hand, the discussed step models can
be used as a basis for their transformation into a
smoother form with the calculation that in such a

modified form they will be used in diagnostics
similarly to step models. Such modifications can be
obtained by applying known interpolation and
approximation procedures [1, 42, 43] to the reference
step models. The use of interpolation procedures [1,
42, 43] was considered in the work.

All points of the reference model, which should
be covered by interpolation in the parameter value
window, are indicated in the illustrative example in
the figure with dashes. These are points at the
discontinuities, the positions of which were discussed,
and points at the midpoints between these
discontinuities. The peculiarity of choosing and
applying standard interpolation procedures to obtain
smooth models lies in the fact that the graphs of
functions obtained with their help cannot go into the
area of negative values, since these functions are
models of probability density.

Such models create the possibility of developing
and using coordinated criteria and procedures for
forming diagnostic decisions in the differential
diagnosis of patients.

Criterion and procedure for making diagnostic
decisions on probability density models. Having a
system of smooth models of probability density
distribution of all parameters of symptom complexes
for different diagnoses, it is possible to select a
predominant diagnosis for each value separately,
based on the diagnosis for which the probability
density is maximum. In principle, for making
diagnostic decisions, methods [1, 5, 21] of
accumulation and voting can be implemented (Fig. 8).

Methods of accumulation diagnostic
decisions in the differ ential diagnostics of patients according
to symptom complexes of their clinical cases

Method of accumulation Method of voting

Figure 8. Methods of accumulation diagnostic decisions
in the differential diagnostics of patients according
to symptom complexes of their clinical cases

The voting method is not considered in this
work. The content of the decision-making procedure
on probability density models by accumulation
method is depicted in Figure 9.

Among the diagnoses, the one for which the sum
of probability density model values for all parameters
within the analyzed symptom complex of the patient
for different diagnoses is the highest is selected.

For the implementation of this method discussed
in the work, the model values of probability densities

Pia(z) s Piup(zy)s p(zy) for parameter values
they have within the patient's analyzed symptom
complex for different diagnoses are summed up after

being transformed into the format of normalized
dimensionless homogeneous indicators in normalized

working windows on identical scales [O;l]:

Bicnuk KII1I. Cepia IIPH/IA/IOBY/IYBAHHA, Bun. 67(1), 2024 63



ISSN (p) 0321-2211, ISSN (e) 2663-3450

Asmomamu3sayia ma inmenekmyanizayia npunadodyoyeanns

r :%;pjb(zij)’ A :%;pjb(zij)’ r, :%;pjb(zy).

Among these values, the maximum sum indicating the

diagnosis is selected: Ds = arg }r)nax(ra AN rc).
a,b,c

The software implementation is subsequently
considered for the main mathematical data processing
procedures developed in the work.

The procedure for acceptance diagnostic decisions
based on probability density models
by the method of accumulation

Characteristics of selected decisions about the diagnosis in the differential
diagn osis of patients according to their sy mptom complexes

Model values
of probability density
for parameters in their symptom complexes

Criteria for choosing diagnostic solutions
based on model values of probability density

The diagnosis for wluch the total value
of the probability densities
has the greatest value 15 selected

Figure 9. Content of the accumulation procedure in acceptance diagnostic decisions

III. Software Implementation of Recognition
Mathematical Procedure and Training Procedure
for Use in Patient Differential Diagnosis Systems

The construction of software procedures is
considered for mathematical procedures transforming
clinical case symptom complexes into normalized
indicator complexes within working windows, for
forming smooth distribution models of probability
density along normalized parameter scales in these
windows for different diagnoses, and for
implementing the criterion for forming predominant
diagnostic decisions based on patient symptom
complexes using accumulation method.

The software implementation of these procedures
is primarily discussed in the order in which their
mathematical content was revealed in the previous

Start
|

section. The developed software toolkit is
characterized by  flowcharts and  necessary
descriptions. The terminology and notation from
previous sections of the work are retained.

The software implementation of mathematical
procedures is carried out by recording into software
procedures consisting of descriptions of data
processing operations (descriptions of data and actions
on them) that reveal their mathematical content, using
the Python programming language.

The software toolkit for transforming
heterogeneous symptom complexes of the database
into complexes of homogeneous indicators is
organized. The data processing organization to
address this issue is characterized by the flowchart of
the software procedure in Figure 10.

clinical cases.

1. Formation of normalized working windows with standardized
scales based on the statistics of the database for values of
heterogeneous parameters within the symptom complexes of

2. Transfer of statistics of parameter values of symptom
complexes from the database to the formed normalized working
windows separately for each parameter and each diagnosis.

End

Figure 10. Block diagram of the software procedure for transforming heterogeneous symptom complexes of the
database into complexes of homogeneous indicators
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First, the symptom complexes are sorted by
diagnoses and by the arrangement of parameters within
them. Then, heterogeneous parameters with different
scales of values and dimensions are gradually
transformed into complexes of dimensionless
homogeneous indicators, which describe clinical cases
with their numerical values on convenient standardized
scales from zero to one. Overall, procedures for
defining and transforming the boundaries and sizes of
parameter scales with their normalization and
transferring the original parameter values to these scales
with a transition to dimensionless quantities are used in
this software module.

As a result of such transformations, the
description of a clinical case in the form of a symptom
complex of heterogeneous parameters from the
database or the description of a clinical case of a
patient who has returned can be represented as a
complex of normalized dimensionless homogeneous
parameters with values on identical scales [0;1].

The boundaries and sizes of the scales of the
working windows, determined during the execution of
this procedure, should be stored as part of the training
data of the recognition system. The boundaries of the
initial working windows limit the ranges of acceptable
values of symptom complex parameters, for which the
recognition procedures are designed to work.
Numerical characteristics of intermediate working
scales are necessary for transforming the parameters
of symptom complexes of new patients arriving for
diagnosis. Their symptom complexes must undergo
the same transformations as the symptom complexes
of the database used to train the diagnostic decision-
making procedures.

The discussed software procedure ensures the
transformation of the original database into a new
form, in which symptom complexes consist of sets of
dimensionless homogeneous indicators, which are
convenient for building models used in recognition
procedures of differential diagnosis.

Each complex of homogeneous indicators
obtained in this way can be easily represented
graphically by a bar chart of its components' values, to
which a characterization of its form [24 — 27] can be
applied. Such a characteristic can be used as one of the
characteristics of a clinical case for its diagnosis.

In a multi-dimensional space with identical
scales [0;1], the same sequence of numbers can be
considered as coordinates of a point representing the
entire such symptom complex [1, 24 — 27, 41, 42].

The software toolkit for building smooth
models of probability density distributions along
the scales of parameters of symptom complexes
repeats the sequence of mathematical operations
discussed for this purpose. The block diagram of the
software procedure is presented in Figure 11.

This procedure is a component. First, the
normalization of scales and parameter values is carried
out. Then, the toolkit for forming basic stepwise

models is used. Then follows the procedure for
transforming them into smooth models.

1. Renumbering and considering the multiplicity of point repetitions of
parameter value statistics from the database on normalized scales of working
windows and determining the lengths of the formed intervals.

2. Calculation of probability density levels of the basic stepwise model on the
interval system formed by the available statistics on normalized scales of
working windows.

3. Selection of interpolation points for transforming stepwise models of
probability density distributions into smooth models of such distributions and
performing interpolation.

End

Figure 11. Block diagram of the procedure for
constructing smooth models of probability density
distributions along the scales of symptom-complex
parameters

Stepwise models of probability density distributions
are formed separately for all types of parameters of
symptom-complexes and for all possible differentiated
diagnoses using the same program procedure. The result of
its application in processing symptom-complexes from the
database consists of three sets of probability density
models for all parameters. Each set corresponds to one of
the possible diagnoses in the differential diagnosis of
clinical cases.

In the cycle of forming stepwise models from the
database, first, the entire set of parameter values for the
selected diagnosis is listed in a separate array. From these
values and the points representing them on the numerical
axis, a sequence of separators of the parameter value range
into intervals is compiled, within which probabilities can
be considered constant. For this purpose, all listed
parameter values are ranked in ascending order from the
minimum to the maximum values using a standard
procedure. They become the boundaries, the extreme
points of the parameter value intervals on its scale in the
available statistics of the database for the diagnosis under
consideration.

In general, such statistics only occupy a certain
part of the [0;1] scale of the normalized working
window, without exceeding its boundaries. To the left
and right of such a segment in the [0;1] working
window, there may be intervals not filled with points.
However, these intervals are also subsequently filled
with probability density values.

In the process of ranking the parameter value
statistics, there may be repetitions, and this must be
taken into account in the probability density model.
Therefore, on the one hand, an additional row of
parameter values is formed where there are no such
repetitions. At the same time, these repetitions are
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separately counted; their quantity is recorded in a
separate synchronous row of repetition multiplicities.

If there are no repetitions of a certain value, then
its multiplicity is one. With each repetition, another
unit is added to it. This is done until the repetitions of
this parameter value stop, i.e., until its new successive
value becomes greater than the previous one.

In addition, the calculation of points remaining
after excluding repetitions is also conducted
separately. This numerical indicator is necessary as a
parameter in the loop of the stepwise modeling
procedure. If there were no points 0 and 1 in each
group formed for a particular parameter, they are
added with a multiplicity of zero. When any of them
already existed with a certain multiplicity, it remains
with the same multiplicity here.

Overall, performing such operations leads to the
formation of a two-dimensional array. The first row of
this array enumerates all others, the second one
contains all parameter values from the database for the
considered diagnosis, the third row is filled with all
different parameter values in ascending order, and the
fourth row represents the multiplicity of repeats for
each of the different parameter values.

This array is complemented by two more rows.
In the fifth row, for each point serving as a separator
of adjacent intervals, the value of the constant
probability density on the interval extending from this
point immediately to the right to the next point is
recorded. The sixth row provides the probability
density values selected for each point of transition
between density levels at the intervals' junctions.

In calculating the constant probability densities
on the specified intervals, intermediate values of this
density are first calculated as quantities inversely
proportional to the length of their interval. If the
multiplicity of the start point of the interval is greater
than one, this quantity is multiplied by the multiplicity
coefficient value. The calculated intermediate
probability density values are then normalized by the
sum of the areas of rectangles formed accordingly,
taking into account the end intervals of the working
windows. As a result, stepwise characteristics of
probability density distribution are obtained on
complete normalized parameter scales.

To use any of the stepwise models prepared in
this way to determine the model probability density
value at a given parameter value, it is sufficient to
organize a review of all points in their sequence
without repetitions and stop at the last point where the
parameter value is still not greater than the specified
one. If the parameter value of interest coincides with
the parameter value at the interval separator point,
then the probability density is read from the sixth row
of the formed array, otherwise, it is taken from the
fifth row for the selected point.

Further, the stepwise models of probability
density distributions for each parameter and diagnosis
are transformed into smooth models by interpolating

selected points in the working window using a
standard procedure.

The choice of such points boils down to forming
an array where the points of the intervals' junctions
alternate with the midpoints of these intervals. The
characteristic density values are taken at the midpoint
points, and the average values are taken at the
junctions of their gradients. Procedures suitable for
interpolation are those that do not lead to obtaining
negative values in the primary characteristics formed
because negative values cannot exist in probability
density distribution models along parameter value
scales. Further normalization of the primary
continuous distribution dependency values for any of
the parameters is performed by the areas between the
graphs of these dependencies and the horizontal axes
of the working scales in the normalized working
windows [0;1].

The obtained stepwise and continuous models of
probability density distributions are one of the main
results of training recognition procedures based on the
experience of medical practice, which are used for
forming preferred differential diagnostic decisions for
patients' symptom-complexes. They are one of the
main components of information support, prior
information about the varieties of these complexes, on
the basis of which criteria and procedures for making
plausible diagnostic decisions and possible confidence
level assessments are built.

The program procedure for forming preferred
diagnoses by accumulating probabilities on model
distributions for parameter values of clinical cases'
symptom-complexes. This program procedure is a Python
language tool implementation of mathematical procedures
for forming preferred diagnoses using probability density
distribution models along parameter value scales based on
the implementation of the criterion for accumulating
preferred diagnostic decisions in differential diagnosis, as
described in Chapter II. The block diagram of this program
procedure is provided in Figure 12.

|

T

1. Summation of model density probability values separately for
each of the possible diagnoses across all parameters included and
for their values in the symptom complex of the clinical case.

2. Detennination of the preferred diagnostic decision for the
cdiagnosed clinical case based on its sympfom complex by the
maximum value of the acenmulated sum of density probabilities in

its favar.

Figure 12. Block diagram of the program procedure
for forming preferred diagnostic decisions based
on symptom complexes of clinical cases of
patients on probability density models for
parameter values by accumulation
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Each proposed diagnostic decision may be
accompanied by numerical confidence values, which
take into account the relationship between the selected
diagnosis advantage and the sum of advantages
characterizing their overall resource across all possible
differentiated diagnoses.

The procedures use sets of probability density
distribution models for values of all parameters of
symptom complexes for all possible differentiated
diagnoses. Models are considered in normalized
parameter working windows. Clinical cases of patient
symptom complexes are input into the procedures, and
recommended diagnoses are output.

The procedure envisages a cyclic review of
probability density models for all diagnoses and all
parameters. During this process, model density
probabilities are read and transferred to a separate
array for each diagnosis for those parameter values in
the symptom complex defined during patient
examination. The decision-making criterion by
accumulation is guided by the values of accumulated
sums of probability densities for each diagnosis across
the full set of parameters in the symptom complex.
Priority is given to the diagnosis for which such a sum
has the highest value. The numerical confidence
indicator for choosing the proposed diagnosis can be
calculated as the ratio of the sum of probabilities in
favor of the accepted decision to the total sum of
similar sums for all possible diagnoses.

Program  procedures for  assessing the
effectiveness of training diagnostic decision-making
procedures are discussed in the next section.

IV. Testing of the software toolkit for training
recognition procedures of differential diagnosis in
patients with heterogeneous symptom complexes of
their clinical cases with an assessment of its
effectiveness

These tests can be regarded primarily as a kind
of readiness check for the developed software
procedures before their practical use, as a verification
of the tuning of these procedures, the correctness of
their compilation to confirm their functionality as
software tools. At the same time, in the process of
these tests, the main question is probably the
verification of the ability of the implemented concept
of forming diagnostic decisions for clinical cases of
patients based on the use of specially constructed
models of probability density distributions for
parameter values, heterogeneous in the initial form of

symptom complexes, and developed criteria for such a
case decision-making. The ability to use such models
in terms of their content and format of presentation, as
well as the way they are obtained from symptom
complexes in the database containing verified reliable
diagnoses, should be verified.

Initially, in the testing process, it is necessary to
go through the data processing stage proposed in the
work, which provides for the transformation of
heterogeneous patient symptom complexes into
complexes of homogeneous parameters. Then it
makes sense to check the implementation of training
recognition procedures with obtaining the mentioned
probability density distribution models at this stage,
using which diagnostic decisions will be formed. Then
it makes sense to organize a stage of testing the
proposed recognition procedures on the statistics of
symptom complexes with reliable diagnoses, with an
assessment of the level of accuracy (overall validity)
of the proposed decisions.

Such were the goals and tasks of the tests in their
most general form, the solution of which was carried
out step by step according to the presented plan.

Testing the software procedure for transforming
heterogeneous symptom complexes of the database
into complexes of homogeneous parameters. The
necessary transformation of informational objects by
this software procedure is illustrated in Figure 13.

Heterogeneous symptom complexes from the
database describing clinical cases of patients were to
be transformed by this procedure into sequences of
normalized homogeneous parameters, the values of
which fall within the range [0;1]. In the testing process
of this procedure from the database, a symptom
complex of a specific patient's clinical case was taken
into account in terms of quantitative parameters, the
values of which are provided in row 3 of Table 2. In
row 4, the results of transformations performed by the
tested procedure are recorded. It is characteristic of the
processing results that the parameter values transformed
by the procedure do not exceed the interval [0;1].
Furthermore, they coincide with the results of
calculations performed manually on a calculator for
verification, which was the expected outcome.

For the numbered sequence of normalized
parameter values of any of the symptom complexes, a
panorama can be compiled, which resembles the
graphs of discrete sequential samples of a certain
signal over time (Figure 14).

Required transformation of information objects by the tested software
procedure

describing clinical cases of patients in
the database

parameters with values on identical
scales [0;1]

Heterogeneous svmptom complexes ﬁi iffomp! exes of normalized homogeneous

Figure 13. Required transformation of information objects by the tested software procedure
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Table 2. Heterogeneous numerical parameters of the symptom complex and the result of their transformation to

a unified scale [0;1]

1 2 3 4 5 6 7 8
- : 2 5 E
% e 3 3 3 5 |3
3 = E E & k= &
125 mm 66 mm 51 mm 18 mm 26,2 sm/s 0,667 275 sm/s’ 69 years
0,69 0,54 0,29 0,65 0,54 0,53 0,35 0,91
0.71

0.6 4

0.4 4

0.3 1

= Group |
= (roup 2
= (roup 3

Thickness Thiclkpar Spéed Leulgth

Width Speédu p Aée Index

Figure 14. Panoramic presentation format of average normalized values of the symptom complex as a process for three

different diagnoses

The independent variable here is the parameter
number in the symptom complex. Depending on this
number, the normalized parameter value is given. The
scale for all parameters is the same.

The symptom complex in the format of such
panoramas can be considered as a process. In this case, it
acquires an additional characteristic - the characteristic of
its form [24 — 27], which is undoubtedly significant for
choosing a diagnosis for a clinical case.

Using such a characteristic, one can find its
characteristic appearance (as shown in the figure) for
each of the possible diagnoses. To form a diagnostic
decision, you can compare the shape of the patient's
transformed symptom complex with its characteristic
appearance, with such prior information about these
complexes for different diagnoses, for example, using
the scalar product operation [24 — 27], the value of
which expresses the level of similarity of the shape of
the compared processes and allows you to search for a
preferred solution.

Overall, based on the results of the tests, this
software  procedure  performs the necessary
mathematical operations in processing the input data.
The panoramic presentation format of the results of
such processing of symptom complexes provides
certain conveniences in conducting (if necessary)
additional visual data analysis to address issues of

differential diagnosis of clinical cases of patients.

Testing of the software tool for training
procedures for diagnosing diagnoses based on
symptom complexes of clinical cases. By the content
of the work, training software procedures should form
and provide the recognition procedure of differential
diagnosis of patients with the necessary prior
information about these symptom complexes for
different diagnoses. Based on the wuse of this
information, the operation of selecting preferred
diagnostic decisions for analyzed clinical cases is built.

The primary information about the parameter
values of symptom complexes for different diagnoses
in the available statistics of the database regarding
reliably diagnosed clinical cases is transformed at the
stage of training recognition procedures (Figure 15)
into statistical characteristics of the occurrence of
different values of symptom complex parameters,
which is revealed by model sets of probability density
distributions for the values of each of the parameters
for each of the possible diagnoses.

Therefore, the entire purpose of training diagnostic
recognition procedures in this work lies in forming
models of probability density distributions for parameter
values of symptom complexes under different diagnoses,
obtaining such prior information about the types of these
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complexes that are recognizable. The relationship
between the values of these probability density
distributions taken from these models for the parameters
of specific symptom complexes processed after training
is necessary for the criteria for selecting preferred
diagnoses embedded in the software modules of the
recognition procedure.

Therefore, the entire purpose of training
diagnostic recognition procedures in this work lies in
forming models of probability density distributions for
parameter values of symptom complexes under
different diagnoses, obtaining such prior information
about the types of these complexes that are
recognizable. The relationship between the values of
these probability density distributions taken from
these models for the parameters of specific symptom
complexes processed after training is necessary for the
criteria for selecting preferred diagnoses embedded in
the software modules of the recognition procedure.

The testing of training software procedures
involved a preliminary assessment of the correctness
of the obtained results in checking the possibility of
obtaining complete sets of necessary models as a

result of processing the available database statistics
and in visually comparing these models with
histograms of parameter value distributions obtained
from the same statistics.

Samples of obtained step models for the
diagnoses "healthy", "polycystic", "hydronephrosis”
with corresponding histograms for the parameters
Thiekpar and Index obtained in the tests are presented
as examples in Figures 16 and 17.

During the visual inspection of the graphs, their
alignment reveals correspondence between the models
and histograms in the locations of point concentrations
on the normalized working window scales, as
required. An example of aligned models of probability
density distributions for the same parameter values
across different diagnoses from the set of full model
complements in the information provision of
diagnostic recognition procedures is shown in Fig. 18.
An example of the alignment of a smooth and a
stepwise model, from which it was constructed, for the
Index parameter from the set of symptom complexes
for the "healthy" and "hydronephrosis" diagnoses is
provided in Fig. 19.

The main transformation of informational objects by training
procedures of recognition procedures for differential diagnosis.

Symptom complexes of heterogeneous
parameters in the database in normalized

form with reliable diagnoses of clinical |———>

cases of patients, grouped by possibie
diagnoses of differential diagnosis.

Statistical characteristics of parameter
vaiues in symptom complexes in the
| form of sets of distribution density
modelis for values of each parameter for
each of the possible diagnoses.

Figure 15. The main transformation of informational objects by training procedures of recognition procedures for

differential diagnosis.

Parameter Thiekpar

Model distributions of probability density

Ds: "healthy"

Ds: "polycystosis"

Ds: "hydronephrosis”

6 S S S S

Histograms

Figure 16. Samples of model probability density distributions and histograms of the Thiekpar parameter for different

diagnoses obtained in the trials
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Parameter Index
Model distributions of probability density

Ds: "healthy” Ds: "polycystosis” Ds: "hydronephrosis”

r‘n—f—[r-]—ﬂfﬂ | —ﬂ‘{ i I

Histograms
Figure 17. Model distributions of probability densities and histograms for values of the Index parameter based on the

results of tests of the software procedure for learning the recognition procedures of differential diagnosis

Thickpar parameter Index parameter
Combined stepwise models of probability density distributions for three diagnoses

— 3 Group 1 ) Group 1
Group 2 ) Group2
1 Group 3

Group 3

0

i
!
|
— L L
— /| ch a‘}_

Combined smooth models of probability density distributions for three diagnoses

Figure 18. Combined stepwise and smooth distributions of probability densities for three diagnoses as results of the tests

Index parameter
Ds: "healthy" Ds: "hydronephrosis”

I Group 1 I | Group 3 I

Fiéure 19. Cubmbininglétep and smooth models of the;listribuution of ﬁfobability ‘;lensities olf the Inde;( parametef

So, overall, the tested procedures are prepared as operation of recognition procedures in selecting their
software tools for use. The models obtained through preferred diagnostic decisions in the differential
the discussed procedures are the main result and the diagnosis for patients with symptom complexes
main component of the information support for the describing their clinical cases.
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Testing of recognition procedures, trained on
reliably diagnosed symptom complexes of the
database, with an assessment of the validity of the
proposed decisions, was conducted. The goal of the
tests was to confirm the hypothesis of using the
proposed models of probability density distributions
for the values of symptom complex parameters in
forming diagnostic decisions based on the criteria
discussed in the work.

For this purpose, statistical tests of software
recognition procedures were carried out to form their
preferred diagnostic decisions by accumulating on
reliably diagnosed symptom complexes from the
available database used in the necessary stage of their
training. Testing in each case was carried out in two
stages. First, statistics of decisions proposed by the
investigated recognition procedures were collected.
Then the correctness indicators of these decisions
were evaluated. The task of the first stage of testing
was to collect statistics of decisions proposed by the
investigated recognition procedures. At the second
stage, the level of correctness of these decisions was
evaluated, taking into account the correct diagnoses in
the database.

The second stage involved counting the number
of correct and incorrect decisions separately by their
types according to a known scheme and calculating
indicators of sensitivity, specificity, and overall
validity [1, 5, 6]. Sensitivity of recognition procedures
[1, 5, 6] is understood as their sensitivity to the
presence of a specific health problem, as the ability to
detect it in case of guaranteed presence. It requires
non-omission, detection by the recognition procedure
of each type of medical problem listed in the list of
possible diagnoses. The procedure must be sensitive to
the problem for each of its specific types, capable of
detecting it based on the manifestations of the disease
in the values of parameters in the clinical cases of
symptom complexes.

Specificity [1, 5, 6] assesses the correctness level
of all diagnostic decisions with the same assigned
diagnosis. It is the percentage of correct diagnoses
among all those that turned out to be the same. This
indicator, like sensitivity, is related to the diagnosis of
a specific type, although it has a completely different
meaning and should be evaluated for each of the
possible diagnoses separately.

The overall level of correctness of decisions
proposed by the recognition procedure is a general
characteristic of their quality (validity of decisions) [1,
5, 6], that is, the percentage or proportion of correct
decisions among all decisions accepted by the
recognition procedure during its testing on the
available statistics.

The general format of working tables for
calculating sensitivity, specificity, and overall validity
of decisions of recognition procedures used in the
work [1, 5, 6] has the following form (Table 3).

In the cells of the working field of the table, the
number of correct and incorrect decisions of each type
is provided. The calculated values of sensitivity and
specificity are placed, respectively, in the last cells of
the columns and rows of this matrix. The validity
value (overall correctness level of decisions) is entered
into the last (bottom) diagonal element of the matrix.

Here, the first indices are the numbers of the
actual states of patients' organisms and their
corresponding diagnoses (1 - 'healthy", 2 -
"polycystic", 3 — "hydronephrosis"), and the second
indices are the selected diagnosis numbers from the
same list by recognition procedures. The letter "n"
denotes the number of cases, the content of which is
revealed by the values associated with it indices.

The formulas used in the calculations have the
following form [1, 5, 6]:

- for sensitivity:

sens 1= ”11/(”11 +tn, +n13);
sens 2 = n22/(n21 t iy, t n23);

sens 3 = n33/(n31 +tng, + n33);
- for specifity:

specl = ”11/(”11 iyt ”31) ;
spec2 = ”22/(”12 gy t ”32) ;

spec3 = ”33/(”13 tnyy * ”33) ;
- for overall validity:

ut ={ry ey )y gy gy ).
The validity of these formulas stems from the
meaning of the analyzed indicators being evaluated.

Table 3. Format of working tables for calculating sensitivity, specificity, and overall validity of decisions of

recognition procedures

The recognition procedure has The type of clinical case
determined that the clinical case type 1 2 3 Specificity
can be one of the following «Healthy» «Polycystic» «Hydronephrosis»
spec 1
1 My "y 31 P
spec 2
2 b "y 3, P
spec 3
3 3 M3 M33 P
Sensitivity sens 1 sens 2 sens 3 validity
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Table 4 — Table of decisions made by the recognition procedure by accumulation method during its testing process

The recognition The type of clinical case
procedure has
d.et.ermmed that the 1 «Healthy» 2 «Polycystic» 3 «Hydronephrosis» Specificity
clinical case type can
be one of the following

1 20 7 1 0,7143
2 0 22 0 1
3 2 8 15 0,6

Sensitivity 0,9091 0,5946 0,9375 0,76

The table of the quantities of different decisions
made by recognition procedures in terms of their
correctness, accepted by them during the testing
process, and the values of the sensitivity, specificity,
and overall validity of these decisions accumulated by
the method are presented below (Table 4).

Overall, the obtained results, as indicated by
their analysis, are positive, which is what was needed.
The level of validity of the decisions indicates that the
decision-making process is not chaotic but guided by
the models and criteria for correct decisions provided
in the database.

Conclusions

The main results of the conducted research,
developments, and their performance evaluation can
be summarized as follows:

1. Overall, a fairly simple method of learning and a
corresponding criterion for making preferred
decisions have been developed for differential
diagnostic recognition procedures of patients based
on diverse symptom complexes composed of
parameters obtained through instrumental medical
examination tools to characterize their clinical cases
for health problem diagnosis.

2. For informational support of diagnostic decision-
making, mathematical and software procedures for
forming sets of convenient models of probability
density distributions for different parameter values
have been developed. Based on these models and
considering the specific parameter values in the
descriptions of patients' clinical cases, preferred
diagnoses will be formed.

The construction of models is planned for all
parameters within the symptom complexes being
diagnosed, for all possible diagnoses. The proposed
criterion, based on the use of these models, which is
implemented in mathematical and software procedures
for diagnostic decision-making through accumulation.
3. To simplify the process of developing software

procedures for training recognition procedures for
the differential diagnosis of patients, whose clinical
cases are described by diverse symptom complexes
of magnitudes, and also to simplify the content of
the recognition procedures themselves and the
construction of specialized software and hardware
tools for their implementation, if necessary, it is
proposed to conduct preliminary processing of the

available prior training data. During this processing,
diverse symptom complexes of the database with
reliable diagnoses are transformed into complexes
of homogeneous quantitative indicators with values
on uniform scales [0;1] in uniform working
windows. For each type of parameter in the
symptom complexes, a separate window is
provided, which is common for all possible
diagnoses in the database statistics.

Thus, the basis of these training procedures is the
use of medical practice experience represented by real
statistics of reliably diagnosed clinical cases. Uniform
computational  procedures convenient for their
implementation are used to transform various
heterogeneous parameters. These transformations are
linear and therefore simple. At the same time, they do not
disrupt the initial arrangement of parameter values on
their scales in the prior data for different diagnoses. This
information is preserved but is expressed more
compactly and conveniently for further use. The values
of constants necessary for constructing working windows
and transforming values of heterogeneous parameters
into new normalized scales are selected according to the
real statistics of the database used in training.

4. As characteristics of symptom complexes used in the
considered problem by recognition procedures as signs
in determining preferred decisions, it is proposed to
use descriptions of various values of each parameter
for each of the possible diagnoses in the form of
specially constructed models of probability density
distributions along normalized scales of parameters.

These models are formed during the statistical
analysis of the occurrence of parameter values in
symptom complexes in the database of prior data and
are harmonized with them. Such models are further
used as the outcome of learning, as a form of its
presentation for use in diagnostic decision-making, for
which corresponding computational procedures have
been developed, implemented in the Python
programming language. Unlike traditionally used
histograms, where empty intervals on the parameter
scales may occur synchronously for all diagnoses,
leading to uncertainty in the choice of diagnostic
decisions, the proposed models do not allow such
situations due to the established order of construction,
which can be considered as their advantage.

5. The peculiarity of probability density models formed
in the work lies in the fact that with their use, a
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preferred decision for a specific patient's symptom
complex can be separately proposed for each
parameter, although the final diagnostic decision
must be made based on the entirety of all parameters
for the clinical case. This peculiarity stems from the
fact that for any of the parameters, the models
provide probability density values for each of the
possible diagnoses. These densities can be compared
to each other, and the most probable diagnostic
decisions can be chosen.

The presence of such a feature facilitated the
development of a corresponding modification of the
decision accumulation method used in making
diagnostic decisions, which utilizes the discussed
models. To form the final decision in such a case, it is
sufficient to collect probabilities in favor of each
diagnosis across all parameters (or their part), find the
largest such sum, and it indicates the preferred decision
for the clinical case, which is the implementation of the
decision accumulation method here. Moreover, based
on the use of this feature of the models, indicators of
confidence level for each of the diagnostic decisions
proposed by such recognition procedures were
constructed and proposed.

6. The procedure for calculating the value of the
confidence level indicator for the diagnostic decision
based on the symptom complex of a specific patient,
built using probability density models, is
characterized by its simplicity. The calculation of
such an indicator value for the diagnosis of each
specific clinical case involves computing the fraction
of the model probability density attributed to the
selected diagnosis, from the total sum of such
densities for all possible diagnoses.

7. Testing of recognition procedures that underwent
training, during which traditional indicators of
sensitivity, specificity, and overall validity were
evaluated on clinical cases from the database used in
training, confirmed the ability of the general concept of
using the proposed probability density models both at
the training stage of such procedures and directly in
providing necessary information for decision criteria
regarding symptom complexes of specific clinical cases.

With the help of these fidelity indicators, the quality
of training and the performance of recognition
procedures for differential diagnosis, which utilize the
results of this training in the form of models of
probability density distributions built on reliable
statistics, were comprehensively evaluated.

The completed research and developments, while
having their own significance, have also laid the
groundwork and prerequisites for expanding the scope of
their application and enriching its content. There are
several directions for further work in these areas:

1. Multidimensional Analysis: By normalizing the
parameters of symptom complexes and considering them
in multidimensional spaces, various mathematical
concepts such as norms, metrics, and spatial orientation
can be employed to obtain characteristics of specific

symptom complexes. This facilitates determining the
characteristic features of symptom complexes for
different diagnoses, constructing decision criteria,
conducting clustering of symptom complexes based on
reliable statistical data, and more.

2. Panoramic View of Normalized Symptom
Complexes: Viewing normalized symptom complexes as
processes opens up opportunities to treat them as signals,
utilizing diverse tools for their processing, including
recognition and classification. ~Characteristics of
symptom complexes as signals can be obtained using
procedures such as decomposition of different systems
into basic functions, including decomposition in
frequency, time, and other domains. Characteristics of
process forms and scalar products can be used to
compare processes based on their form, which can be
useful in solving issues of differential diagnosis of
clinical cases considering the form of the characterizing
symptom complexes.

3. Transformation of Basic Stepwise Models: Instead
of using interpolation and approximation procedures, the
transformation of basic stepwise models of probability
density distributions along parameter scales into smooth
models can be considered. A procedure involving the
review of the original model with a sliding interval, which
collects the probabilities densities within its bounds, can be
used to smooth sharp transitions in the model. Naturally,
normalization of the obtained dependencies will be
necessary to transition to probability density models.

4. Obtaining Characteristics of Parameter
Informativeness: It's evident that characteristics of
parameter informativeness within symptom complexes
can be obtained, along with the possibility of forming
bases where differences between symptom complexes
are perceived most distinctly and compactly, facilitating
the resolution of many other useful questions.
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[IPOTPAMHI TIPOLIEAYPU HABYAHHS PO3IMIBHABAJIBHOI CUCTEMU  JIJIA

JIMOEPEHIIIHOT JUATHOCTHUKH
CUMITTOMOKOMIUIEKCAMU

ITAIIICHTIB 3A

PIBHOPIIHNUMU

PosrisimaeTses cucteMa po3mizHaBaHHS MAIIMHHOTO HAaBYaHHS s AudepeHIiatbHOil JIarHOCTHKY TAIliEHTIB HA OCHOB1
TeTepOTeHHUX KOMIUIEKCIB HE(POJOTIYHUX MapaMmeTpiB, MepexigHa BiJl iIHCTPYMEHTAIBHHUX 3ac00iB oOcTexeHHs. ITig
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Yac HABYAHHS BUKOPHCTOBYETHCS EMITIPUYHA CTATUCTUKA KITIHIYHUX BUIMAIKIB y 0a31 JaHMUX 13 HATIHUMU TIarHO3aMH.
Mera nossirae B TOMy, 1100 PO3LIMPUTH MOXKIMBOCTI BIIydeHHs iH(OpPMALil 3 aHAIOTIYHMX 0a3 AaHMX JUIsl HaBYaHHS
npoLeaypaM po3Ii3HaBaHHs MUITIXOM 30aradueHHs [[bOT0 IHCTPYMEHTapil0 HOBUMH (DYHKILISIMH, 110 MICTSTh XapakTepHi
ACIIEKTH BUTATHYTOI iH(pOpMaILlii.

O0’€KTOM JOCII/DKCHHS € MAaTEMAaTUYHUI Ta MPOrpaMHHUN THCTPYMCHTApii JJisi HaBYaHHS HPOLEAYpP PO3IMi3HABAHHS
I epeHIanbHOI TIarHOCTUKY TAIliEHTIB HA OCHOBI CTATUCTHKH JIOCTOBIPHO NIarHOCTOBAHWX KIIIHIYHUX BUTIAIKIB.
IIpeameTroM MOCHIIKEHHS € TpOTpamMHi mporuenypyu GopMyBaHHS MOJENeH MaJiHHA KOMIUIEKCY MapaMmeTpiB Mia dac
HaBYAHHS 3a IIKAJIAMH iX 3HAYeHb Ta TPOICAYPH BUKOPHUCTAHHS IMX Mojeined y miarHoctuii. OCBOEHHS MOJemi
CIIPUMMAETRLCS SIK OCHOBHUH 3MICT HAaBYaJHHOTO TMPOIECY B 3a0e3nedeHHi audepeHmiamii qiarao3y. 3anpornoHOBaHO
KPUTEPii MPUUHATTS peQepeHIIiHHNX TIarHOCTUIHHUX PIllIeHh 3 BUKOPUCTAHHSAM TaKUX MOJICIIEH.

Jli1st cipotnieHHsT po3poOKU MaTeMaTHYHUX 1 POTPaMHUX MPOIIEYP PIZHOPIIHI CHMIITOMOKOMITIEKCH HOPMATi3yIOThCS
i meperBoprotoThest Ha [0; 1] macmirad.

VY BCTyII KOHCTATY€ETHCS 3HAYHA MOIIMPEHICTh Y MEIUIIMHI Ta CYMDKHUX Taly3sx 0a3 JaHUX 31 CTATHCTUYHUMU JaHUMU
MEIMKO-010JOTIYHNX TapaMeTpiB 1 XapakTepUCTHUK OpraHiB i CHCTEM JIOJMHM B PI3HUX CTaHaX, iX MEJU4YHOI
IHTepHpeTallii Ta BAKOPUCTAHHS B Pi3HHUX MIJISAX, YACTO OB’ I3aHKUX 3 NIarHOCTUKOO MAIlIEHTIB.

IIpobnemu ix popMyBaHHs Ta BUKOPUCTAHHS OKPECIICHO HA pealbHUX 0a3ax JaHUX, MIPUYOMY OJHUM 3 YCKIIAJIHIOIOYUX
(axTOpiB y po3poOIi AiarHOCTUYHOI'O arapaTHO-MPOrpaMHOro 3a0e3NeUeHHs] € 3HaYHa HEOJHOPIIHICTh MapaMeTpis,
10 BU3HAYAIOTHCS NPHUIIaaMH OOCTEKESHHSI MMAIli€HTIB.

KurouoBi cioBa: JiarHOCTHKA TMAIli€HTIB; TETEPOTe€HHI CHUMITOMOKOMIUIEKCH; HOpMaJi3allis mapaMeTpiB; Mojeni
PO3MOITY TapaMeTpiB; KPUTEPiid HAKOITUYCHHS PIllICHb.
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