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The issues of detailing recognition algorithms in order to increase the validity of their solutions in diagnosing
patients are considered using the example of processing nephrology data. The training of algorithms with a teacher
is implied. Procedures for detailing complexes of clinical signs and criteria for comparing such complexes in
decision-making are proposed. This means dividing these objects into elements, extracting additional information for
them from a priori and current data, and taking them into account in algorithms. Research in the work was focused
on the development of software tools for detecting and evaluating additional reserves and opportunities for
improving the quality of decisions of recognition procedures by extracting additional useful information from a
priori and current data and using them in the process of detailing decision-making procedures. On a specific
algorithm, various approaches to such detailing and to the study of its effectiveness were analyzed. Such detailing
can be built on the basis of using the experience of clinical practice of observation of patients and their diagnosis in
the form of training samples of symptom complexes and (or) observed signals in clinical cases with reliably
confirmed diagnoses in the relevant databases.

Detailing these algorithmic procedures can lead to the emergence of a multi variance of possible solutions for
differently detailed algorithms and require the use of additional procedures for generating a generalizing conclusion
based on the results of their mutual consultation. The order and results of detailing are demonstrated in the MatLab
environment on two modifications of the proposed algorithm. The introduction reveals the relevance and content of
the research. Section 1 reveals the composition of a priori patient data in demo examples and the information that is
extracted from them at the training stage. Section 2 proposes two modifications of the algorithm to detalize it.
Section 3 proposes software procedures for the statistical evaluation of the performance of the detalization of the
algorithms under study. Section 4 describes the refinement of algorithms by introducing weights into the decision
criterion, taking into account the spread of values of clinical signs. Section 5 demonstrates the detalization of the
algorithms taking into account the information content of the features. The conclusions summarize the results of the
work. In general, they are positive.

Keywords: diagnostics feature-complexes, recognition algorithms decisions reliability reserves-use.

Introduction

The development of information technologies of
modern medicine, the technical progress of its tools
and systems have led not only to the growth of its
achievements but also expanded the horizons of the
problem [1-5].

The discovery of more and more profound
patterns in the structure and functioning of organs and
systems of the human body. Achievements in ensuring
the technical accessibility of their observation,
research, and management have led to a significant
increase in the volume and heterogeneity of patient
examination data. Also, increase in the weight of
information processing in the processes of diagnosis
and treatment, or to the growing need for automation
of not only the processing of current data on the state
of the human body but also the automation of learning

to work with data [6-10], according to the available a
priori and current information [1-5].

The accumulation and formalized use of
experience in diagnosing and treating patients, the
formation and maintenance of various medically
specialized databases of clinical cases with confirmed
diagnoses, data on signals, and symptom complexes in
various diseases and conditions of the body are
becoming increasingly valuable [1-5]. Real
opportunities in this direction are noticeably ahead of
the pace of their implementation, which indicates a
significant unrealized potential for improving the
quality of medical care for the population [1-5].

From the available databases, it is possible to
extract information about the real diagnostic value of
various signals and clinical signs and perform the
appropriate refinement of decision-making rules,
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correction of recognition procedures and processes,
and adjustment of the parameters of recognition
structures [1-10].

Data arrays for various clinical cases are widely
used in machine learning systems for recognizing the
states of the human body [1-10]. Important here is the
choice of data composition for training [1-5], whatever
the training method itself. The efficiency of recognition
procedures depends on this choice [2, 3, 5].

It is important to take a more detailed account of
the distributions of the occurrence of different values
of signs and signals and their combinations in
different cases [1-5], which is especially valuable in
early diagnosis for identifying trends in the
deterioration of patients' condition and choosing
appropriate prevention to maintain health [1-5].

The most important criterion for the
effectiveness of the refinement of recognition
algorithms, their improvement, and the adjustment of
recognition structures are the assessments of the
resulting validity, the adequacy of their solutions,
which are determined during testing using the same
databases [1-5, 10-18].

The particular importance of the study of
detailing issues can be traced in connection with the
need to open, evaluate and implement the reserves that
have not yet been identified. To improve the quality of
patient diagnostics due to the insufficiently complete
definition and consideration of the characteristics of
signals and diagnostic features that can be assessed
using the available training samples [1 — 5, 19-21].

The presence of these reserves is indicated by the
fact that in such training there are no strict formalized
criteria for completeness, exhaustive nature of
extracting information from prior and current data on
observed systems. The solution of the questions posed
here is investigated by analyzing various options. It
needs for detailing the recognition procedures on
specific examples. Also with the development of the
necessary software tools and its testing with an
assessment of the achieved effectiveness within the
framework of a specific task. This task based on
differential diagnosis of patients using the experience
of previous clinical practice in the form of a database
that have confirmed diagnoses [2].

The work implies the detailing of such objects
(Fig. 1).

Detailing (Fig. 2) in the considered plan means
the division of the indicated complex objects into
elements, the extraction of additional information for
them from the available a priori or current data, and
the combination of these elements again into modified
complex objects with their addition with new
information. Such actions are aimed at increasing the
validity of the decisions of recognition procedures.

An example of actions to refine algorithms can
be the introduction of additional weights to the
elements of composite decision-making criteria for
reasons of the spread of feature values.

OBJECTS OF POSSIBLE DETALISATION
IN THE DEVELOPMENT AND RESEARCH OF
RECOGNIZING ALGORITHMS

complexes of features that are used to describe the
state of observed systems or waveforms;

- criteria for comparing complexes of such features in
order to determine their proximity (or difference) tc
each other;

- composite criteria for making decisions about the
type of signals or the type of complexes of clinical
features.

Figure. 1. Objects of detail in the development and
research of recognition algorithms

GENERAL CONTENT OF THE DETAILING PROCEDURE
OF COMPLEX OBJECTS
IN THE DEVELOPMENT OF RECOGNITION ALGORITHMS

-the division of such complex objects into elements;

- extracting additional information for them from
given to a priori or current datz;

- combining the original elements again with their
additional information in the modified complex objects.

Figure 2. General content of the procedure for
detailing complex objects in the development of
recognition algorithms

To illustrate the development of detailing issues
for demonstration purposes, a specific recognition
algorithm and a specific training set were taken [2].
Developments and research are presented in that
order. First, the training sample for research is
characterized. Then an algorithm is proposed on
which questions of detailing are investigated. The
following is the order and an example of evaluating
the results of algorithm refinement.

Developments and studies are presented in a
number of areas of detail, which are marked with the
appropriate section headings.

Training sample and a priori data extracted
from the learning process of recognition algorithms

In an illustrative example in the study of
nephrology data by subjects, the condition of the
kidneys is diagnosed [2]. Consideration of random
differential diagnosis [1-5]

Symptom complexes are composed of the
following results [2]: Age (age of the patient, integer
number of years), Length (length of the kidney, mm),
Width (width of the kidney, mm), Thickness
(thickness of the kidney, mm), Thickness (thickness of
the parenchymal layer of the kidney), mm), Velocity
(average linear velocity of blood flow through the
kidney, cm/s). Index (Purcelo resistance index,
relative difference in the velocity of blood flow of the
kidney in the phase of systole and diastole of the
cardiac cycle), Acceleration (acceleration of arterial
blood flow in systole, cm/sz). The data of this database
corresponds to the format of table 1.

Bicnuk KII1I. Cepia IIPH/IA/IOBY/IYBAHHA, Bun. 63(1), 2022. 83



ISSN (p) 0321-2211, ISSN (e) 2663-3450

Ilpunadu i cucmemu diomeduUHUX MEXHO102i1

Table 1. Format of complexes of clinical
indicators of the patient's kidney
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Each set of indicators characterizes a clinical case
of medical practice. The data in the table are selected
for patients with one of the possible diagnoses: a
healthy kidney (1), multiple cysts (2), and
hydronephrosis (3). Each diagnosis is shown in the
Group column. Sex and LR data are not taken into
account. The diagnosis of each patient is confirmed by
clinical practice [2], so the data are suitable for training
recognition algorithms according to the general
methodology of supervised learning [1-5]. There were
22 clinical cases with the first diagnosis, 37 with the
second, and 15 with the third, for a total of 122 [2].

The main feature of such symptom-complexes is
that they are heterogeneous in physical nature,
functional-medical-biological set, diagnostic load,
units of measurement, high variability, frequency
distribution that reveals different values, measurement
magnitude, scatter frequency [1-5, 11, 12, 16, 18]. All
this was taken into account when constructing a
recognition algorithm for his research and was
considered an important condition in performing the
refinement of recognition procedures. The presence
algorithm was built in such a way as to preserve the
ability to work in such conditions.

Scientific research of the algorithm for the
choice of students Histograms of the occurrence of
various values of signs for various diagnoses is
formed. An assessment was made of the mathematical
expectation of signs for each diagnosis (Fig. 3).

Figure 3. Characteristics of the clinical indicator
observed in the evaluation of the recognition
algorithm, and evaluation of the assessment of
the significance of the sign value for various
possible diagnoses.

Here are the characteristics of the same clinical
indicator “x” for two different diagnoses, which are
conditionally called the first and second. This is

reflected in the respective indexes. Each indicator has

its own range of values ([min,;max, ], [min,;max, ]) for these

diagnoses; own histogram of occurrence of values
(y(%),0,(x)). The second histogram is shown as a dotted

line. A dot and an asterisk on the scale of the indicator
indicate estimates m,,m, specified mathematical

expectations. The number of discretes in histograms
on the symptom scale for different diagnoses is the
same. Sample sizes A, A are different. A separate

point shows the value of the indicator for the kidney
of a new patient. Her condition needs to be diagnosed
using the obtained a priori data.

The results of the analysis of the sample used for
the three diagnoses are as follows.

For ranges of indicators, for different diagnoses:
Age (21 - 74, 37 - 74, 21 - 68), Length (82 - 135, 98 -
129, 99 - 144), Width (39 - 74, 44 - 89, 41 - 85),
Thickness (36 - 72, 37 - 88, 36 - 67), Thickpair (1 -
27,2 -11,6 - 27), Speed (13.3 - 46.6, 2.3 - 43.3, 14.5
- 41.5), Index (0.56 - 0.70, 0.52 - 0.74, 0.69 - 0.80),
Speedup (51 - 685, 88 - 656, 98 - 545).

The estimates of mathematical expectations of
clinical indicators are as follows: Age (48, 59, 46),
Length (112, 111, 118), Width (56, 61, 59), Thickness
(48, 50, 52), Thickpair (15, 16, 17), Speed (23, 20,
23), Index (0.64, 0.65, 0.72), Speedup (283, 243, 292).

Histograms of the occurrence of the values of the
Speed, Index, Speedup indicators for three diagnoses
are shown in fig. 4.
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Figure 4. Operations of learning recognition
algorithms based on a priori data to ensure their
work with symptom complexes in patients.

Histograms of all indicators have 12 intervals on
their scales. The results of the sample analysis are
used in the work of all algorithms in working out the
questions of their detailization.

Recognizing algorithm for working out on the
issues of detailing and its two main modifications

An algorithm for demonstrating its detail was
formed to process clinical signs, taking into account
their heterogeneity. The characteristics obtained at the
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training stage were used including real histograms of
feature distributions.

The decision-making of the algorithm is based
on the use of special numerical indicators. An
algorithm for demonstrating its detail was formed to
process clinical signs, taking into account their
heterogeneity. The characteristics obtained at the
training stage were used including real histograms of
feature distributions.

The decision-making of the algorithm is based
on the use of a special numerical indicator L, the

evaluation of values or other sign, which is
determined from possible diagnoses. The advantage is
the diagnosis, for which the value of the severity.

The calculation of this indicator can be seen in
Fig. 3. The ideal situation in which the value X, the

feature witch exactly falls on the estimate of the feature
expectation for one of the histograms (onm, orm,).

Then the algorithm can give preference to the diagnosis
for which this histogram was built. In such a situation,
the frequencies of the feature values x falling into the
segments to the left and to the right of the mathematical
expectation are the same and, according to the
normalization condition, are equal to 2.

If the sign x "does not reach" its value to the
mathematical expectation, then the sum of the
frequencies of the histogram from its edge to the point
xwwill be less than 2. By its value, it will show the

degree of closeness of the current situation to the ideal
one, which is implemented in the algorithm.

If the number of histogram samples is fractional,
then the frequency for an incomplete sample is taken
into account partially in the proportion into which this
point divides the sample. The following ratios are
used in the algorithm (n, = u(xm.:m(X)) =15,

u, (xm‘) ZLL(XM“)/},lmu =2u(xm‘) s (X/ww) 0foa]),  where
x,,— received values of the diagnostic sign of the

patient.

Each such correspondence is evaluated for each
feature, regardless of what the scores for competing
diagnoses turn out to be. Separate work with features is
replaced by conformity assessment for their complexes.
The decision is made in favor of the diagnosis, with
maximum compliance. The block diagram of the
recognition algorithm is shown in Fig. 5.

The algorithm is built in two modifications. They
differ in the order of decision-making (Fig. 6).

The second modification of the algorithm is a
refinement of the first modification. It can be expected
that a more detailed consideration of the feature values
in it will lead to an increase in the validity of the
solutions, which was verified statistically on the
training sample. The test procedure was as follows.

 Evaluation of each feature of the input symptom complex for
each possible diagnosis

2 Calculation of the results of compliance with the input symptom
complex for each possible diagnosis

3 The choice of the proposed diagnostic algorithm according to
the maximum correspondence of the input symptom complex to i

C =

Figure 5. Recognizing algorithm for studying the
issues of its detailing.

MODIFICATIONS OF THE RECOGNIZING ALGORITHM,
BASED ON THE RESEARCH OF
ISSUES DETAILED RECOGNITION PROCEDURES

[ |
With decision-making basec With the smooth accumulation
on the principle of voting of indicators of i

P

Figure 6. Recognition algorithm modifications.

The procedure for studying the effectiveness
of the performed refinement of algorithms

The work implements a unified approach to such
a study. All algorithms are tested on the same samples
that were taken in training. It turns out a comparative
assessment of the validity of solutions before and after
detailing. We are talking about confirming the trend of
its increase due to this detailing. In fact, it introduces
additional information into the decision-making
process, which is extracted from a priori and (or)
current information about the features.

Statistical evaluation of the quality of solutions
of algorithms [l —5] is done taking into account
known diagnoses. When testing algorithms, the
calculation of correct and erroneous solutions with
errors of various types is carried out [1—5]. The
results are presented in the form of decision tables [1,
5], which are convenient for calculating the sensitivity
(ch), specificity (sp), and overall correctness (validity)
val of decisions [1, 5]. The structure of the tables for
the three diagnoses is as follows (Table 2).

Table 2. Format of algorithm decision tables

Algorithm case type S
solution yp P
1 2 3
1
1 yy Ty e P
2
2 "y Y n3, P
3
3 Le M3 Ty P
ch chl ch2 ch3 val

The core of the table is a matrix in which the number
of correct (diagonally) and erroneous solutions of the
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algorithm of various types (in its remaining cells) was
recorded. The first index shows the actual state of the
kidney (type of clinical case Group). The second index
tells about the type of solutions of the algorithm. The
calculation of the sensitivity of the algorithm
decisions, the specificity of diagnoses, and the overall
validity of the decisions was carried out according to
the following formulas

(Chl :nn/(nll +n|2 +n’13) ’ Ch2 = n’zz/(nﬂ +n22 +n23) ’
Ch3 = n}s/(nsl +n32 +n33) ’spl :nu/(nu +n’z\ +n’3|) ’
Sp2 :nzz/(nlz +nzz +n32) ’ Sp3 :n33/(n13 +nzs +n33) °

n]] + nll + n33

val = .
n tn,+n +tn +n +n +tn +n +tn,

Sensitivity and specificity are given for specific
kidney conditions or types of diagnoses and do not
characterize the quality of the algorithm decisions as a
whole. Overall validity (correctness) in all cases is
important. It is chosen as a criterion for comparing the
quality of solutions of algorithms. The calculated
validity indicators of the initial modifications of the
algorithm are shown in Table 3.

Table 3. Validity of solutions to modifications of
the original algorithm

Algorithm Case ype
solution 1 | 2 ] 3 P
Modification with voting (1)
1 15 14 3 047
2 5 14 1 0.70
3 2 9 11 0.50
1 2 3
ch 0.68 0.38 0.73 0.54
Modification with accumulation (2)
1 16 7 3 0.62
2 3 19 1 0.83
3 3 11 11 0.44
ch 0.73 0.51 0.73 0.62

As expected, the second version of the algorithm
gives better solutions, as required. The coincidence of
contingents of patients with the same diagnoses was
also checked. The coincidence of the solutions is only
partial. Council procedures are needed to summarize
findings.

Detailing of algorithms taking into account
the spread of values of indicators by introducing
weights

Different indicators have different limits of the
scatter of values, its different character and different
overlapping of point dislocations for different
diagnoses. To form a solution, the algorithm with the
accumulation of compliance indicators summarizes

the realism indicators of all features: | = Sh (x..)>

where p _— the resulted realism of the diagnosis for

symptom complex M of features, j — number of
feature, W, (X,,,) — Realism of the diagnosis based on

Jj feature The diagnosis with the highest value of such
a sum wins.

Different signs have different dispersion and it
varies depending on the diagnosis. Therefore, it is
appropriate to introduce weights into the terms when
taking into account the contribution of each feature.

The calculation formulas looks like: :iw,u(;gw)

where — specified weights that take into account the

M
dispersion of values. It was requested: > w, =1. This

«1» was distributed in proportion to the accuracy of
the spread of signs for each diagnosis.

The accuracy of the dispersion of features was
expressed by the relations, where are their root-mean-
square  deviations from their = mathematical
expectations in the sample. The sum of the species
was reduced to unity. The weights were: Each
diagnosis has its own weighting system. A
modification of the algorithm with voting is
constructed similarly. For each "for" its own weight is
used. The decision rule is the same. This is the result
of detailing the algorithm. Both versions of the
algorithm were studied on a full sample. The feature
weights for diagnoses 1, 2, 3 were as follows: Age
(0.1975, 0.2344, 0.1684), Length (0.1975, 0.2344,
0.1684), Width (0.1441, 0.1684), 1160, 0.0875),
Thickness (0.1154, 0.1031, 0.1075), Thiekpar (0.0735,
0.1036, 0.0489), Speed (0.0643, 0.0598, 0.0574 ),
Index(0.3073, 0.2322, 0.4199), Speedup(0.0304,
0.0499, 0.0493). The validity of the solutions is
presented in Table. 4.

Table 4. Validity of decisions of algorithms with
voting and accumulation with weights

Algorithm

modifications Diagnosis ch sp val
. 1 0682 | 0555
x‘t’f;ﬁ“‘“"n with = 0757 | 0.800 | 0.703
g 3 0.600 | 0.750
. 1 0772 | 0.607
Modification with 17 0595 | 0.880 | 0.730
3 1000 | 0.714

In comparison with the initial values, the validity
of the solutions increased markedly. The detailing is
effective.

Detailing algorithms taking into account the
information content of features

Such detailing consists in the fact that for each
diagnosis a part of the signs is selected, in which the
validity of the decisions becomes higher. Feature
selection is done during training. Informativity is
estimated using the entire sample. The composition of
complexes for decision-making is becoming shorter.

The information content of signs is understood as
the nature and level of their influence on the validity
of decisions, and it can be both positive and negative
and different for different diagnoses [11, 16, 17].
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Informativity is estimated by discarding signs and
registering changes in the validity of decisions in the
sample. The changes in the number of errors made in
the decisions of the algorithm are counted. The more
the validity decreases when a feature is discarded, the
more informative it is. The features were ranked by
informativity in descending order and selected for use.
In the first place, those whose influence was negative
were discarded. This was the second, main and more
universal way to refine the algorithm in its two
versions. An appropriate program procedure has been
drawn up.

The first feature selection method was simpler
and used the feature of the algorithm, which is that it
can make a decision even on one (any) feature. The
correct solutions are known. The best among them are
those that, when used separately, led to fewer errors.
Feature selection was studied for the same
modifications of the algorithm on the same statistics.

In the first version of the evaluation of the
informativity of features, it is close for two
modifications of the algorithm (Fig. 7). The
effectiveness of their reduction is shown in Fig. 8.
Where methodl- algorithm with voting, method2-
algorithm with accumulation.

It can be seen that the validity of solutions can
become noticeably higher than it was at the beginning,
which corresponds to the goal of detalization the
algorithm.

Similarly, the possibilities of increasing the
validity of solutions in the second method of assessing
the information content of features were studied.

1 L
Ondex thoe 2peed Speetp Mhickpeir SThickness HLengh Tidh
Names offeatures

Figure 7. A list of features ranked by information
content with its separate assessment
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Figure 8. Reducing the composition and changing the
validity of the algorithm solutions in the first
version of the evaluation of the information
content of features

The successive exclusion of features (with a
return) to assess their information content led to such
results (Fig. 9).
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Figure 9. The result of the ranking of features in terms
of informativity by their successive exclusion
(with a return) for the algorithm with
accumulation (2) and voting(1).

Successive  exclusion of features from
consideration, starting with the worst, led to such
results (Fig. 10).

075 T T
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Deleted feature name

Figure 10. Changing the Validity of Algorithm
Decisions in the Second Variant of Feature
Selection

Detailing the modifications of the algorithm is
effective. The wvalidity of the conclusion was
confirmed by the cross-validation method [10]. Four
variants of random exclusion of 50% of clinical cases
from the sample were taken. The spread and average
value of validity for the full and reduced composition
of features are in Table. 5.

Table 5. Validity of decisions of algorithms with
voting and accumulation with weights
Modification with voting
Variants of random samples s
(50% of original samplss) Validity and STD
1 2 3 4 Mean CKO.
0,321 0,514 | 0,633 0,563 0,508 0,133
0,536 0457 | 0,516 0,581 0,523 0,05
Modification with accumulation
Variants of random samples s
(50% of original samplgs) Validity and STD
1 2 3 4 Mean CKO
0,321 0,429 0,62 0,618 0,496 0,146
0,536 0486 | 0,583 0,655 0,565 0,072

A decrease in the spread of validity estimates
confirms the correctness of estimates of its values
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[10]. The increase in average validity values confirms
the improvement in the quality of solutions, which
was required.

Conclusions

Studies of the detailing of recognition algorithms
in different areas, carried out in the work, confirmed
on specific examples the manifestation of a tendency
to increase the validity of the decisions of recognition
procedures.

The proposed approach and software tools
provide for the identification, evaluation and
implementation of reserves for improving the quality
of formed solutions due to a more complete extraction
and use of additional information at the training stages
from a priori and current data on diagnosed objects.

The considered detailing can provide not only
the development of software tools for autopsy and the
implementation of reserves to increase the validity of
diagnostic decisions about the types of clinical cases
in patients. It can also be useful in preparing
recognizing structures for their machine learning to
determine the rational composition of a priori data that
will be used for this purpose. Much depends on the
initial composition of features on which such learning
will be built.
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JNETAJIIBALIIA PO3IIIBHABAJIBHUX AJITOPUTMIB V NIATHOCTHULI TTAIIIEHTIB TA
OILIHKA II PE3YJIbLTATUBHOCTI

Po3rnsmaloThes MUTaHHS AETaNi3alii alfOPUTMIB pO3Mi3HABAHHS, 3 METOO MMIJIBHIICHHS BAIITHOCTI iX pillleHb y Jiar-
HOCTHLI Nali€HTIB Ha NpHKJIaAl 00poOku nanux Hedposorii. MaeTbes Ha yBa3l HaBYaHHS AITOPUTMIB i3 YUHUTEIIEM.
[TpononytoTkcst mpoueaypu Aeraizamii KOMIUIEKCIB KIIHIYHAX O3HAaK Ta KPHUTEPIiB MOPIBHSIHHS TaKMX KOMIUIEKCIB Y
MPUAHATTI pilleHb. MaeThCs HA yBa3i MOMLN IIMX 00'€KTIB HA €IEMEHTH, BIIYYCHHS JJIs HUX JIOJaTKOBHUX BIIOMOCTEH 3
ampiOpHUX Ta MOTOYHUX JAHUX Ta iX BpaXyBaHHS y aIrOPUTMaX.

JocunimkeHHs: B poOoTi Oy 30cepekeHi Ha po3po0lLi NpOrpaMHOr0 IHCTPYMEHTAPII0 BUSIBJICHHS Ta OLIHKH J10JaTKO-
BHX PE3EPBiB Ta MOMIIMBOCTEH ITiABUIICHHS SKOCTI pillleHb PO3Mi3HABAILHUX TMPOIEAYP 3a paXyHOK BUIYUEHHS J0]1a-
TKOBHMX KOPHUCHHUX BiJIOMOCTEH 3 anpiopHUX Ta MOTOYHHMX JAHUX IIOJIO iX BUKOPHUCTAHHS y MPOIEC] MeTari3arlil mpore-
Jlyp TIPUAHATTS pinieHb. Ha KOHKpeTHOMY anropuTMi OyJIM MpoaHai30BaHi pi3HI MiAXOAH J0 TaKoi jaeTamizalii Ta 10-
CITiKeHHS 11 pe3yIbTaTHBHOCTI.

Taka netarmizamis Moxe OyTH MOOyJ0BaHa Ha OCHOBI BUKOPUCTAHHS TOCBIAY KIIHIYHOT MPAKTHKX CIIOCTEPEIKESHHS Talli-
€HTIB Ta 1X MIarHOCTUKH Y BUTJISAI HAaBYAILHUX BUOIPOK CUMITOMOKOMIUIEKCIB Ta (a00) CHTHAIIB, IO CHOCTEPIiraiucs
B KJIIHIYHUX BUMAKaX 3 JOCTOBIPHO MiATBEP/HPKCHUMH JiarHO3aMH Yy BiJIOBIIHUX Oa3axX JaHUX.

Jletamizalis 3a3HaYCHUX ANTOPUTMIYHUX MPOIEIYP MOXKE MPHU3BECTH IO BUHUKHCHHS 0araToBapiaHTHOCTI MOMITUBUX
pIlIeHb MO-PiI3HOMY JETANIi30BaHUX AJTOPUTMIB Ta BHMAaraTd 3aCTOCYBaHHS JOJATKOBHX IpoueAyp (GopMyBaHHsS y3a-
TaJIbHIOIOYOTO BHCHOBKY 3a PE3yJIbTaTaMHU IXHBOTO KOHCHJIIYMY.

[Mopsinok 1 pe3ynbTaTH JeTanizaiii JeMOHCTPYIOThCs B cepenoBuili MatlLab Ha n1Box Moauikarisx 3ampornoHOBaHOIO
aNTOPUTMY.

Po3kpuTO CKJIaN anpiopHUX JaHWX MAIIEHTIB Y JEMOHCTPAIMHUX MPUKIAAaX Ta BiJOMOCTEH HA eTari HaBYaHHSI. 3a-
MIPOITIOHOBAHO JBI MOAHMQIKaIlii aTOPUTMY IIIOJ0 HOTO JeTalli3amii Ta MporpaMHi MPONeIypyu CTATUCTHIHOI OI[IHKU pe-
3yJABTATHBHOCTI JIETaNi3aIlii JOCTIKYBAaHUX alropuTMiB. ONMHCAaHO JETAi3aIi0 alTOPUTMIB 32 JOTIOMOTOIO BBEICHHS
BariB B KPUTEPil MPUHHSITTS PIlICHb 3 YpaxXyBaHHIM PO3KHIY 3HAUYCHb KIiHITHHX O3HAK.

Kniouosi cnosa: niarHocTrka MarieHTiB; KOMIUIEKCH 03HAK; PO3Mi3HABAIbHI allTOPUTMHU; BT THICTh PillIeHb; BUKOPHUC-
TaHHS pE3epBiB.
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Y ecmammi npusedeno pezynbmamu docniodcennn napamempis onopuux xapakxmepucmux cmonu soounu. biome-
XaHIKa cmonu 3a6x4cou po32isi0aemuvcs 3 MouKu 30py it onopHoi ma pecopuoi ¢ynxyitl. Ilpu nepeHaganmasiceHHsx cu-
cmeMm, wo niOMpUMyioms CKIeniHHs - ROPYUWYIOMbCA QYHKYIL cmonu, cnomeoproemv s, 8 YoMy, PYXO6utl Cmepeomun,
6100Y8ar0OmMvCsl HeOANHCAHT NePepo3NOINU CUT, SIKI Nepedarmvest Ha iHWE 8I00LU ONOPHO-PYX08020 ANApPamy, 8 pe3yib-
mami 4020 GUHUKAIOMb GIOXULEHHS. 810 HOPMU, a NOMIM QIKCyrombces namonociuni sminu. Ilpogione micye ceped 3axe6o-
PI08alb ONOPHO-PYX06020 anapamy 3aumaioms pizui depopmayii cmon. [liacnocmuxa nocmasu 1oounu He 6yia 6 no-
6HOW 0e3 BUMIPIOBAHHA | OYIHKU CMAHY ONOPHO-PECOPHUX lacmueocmetl cmonu. /[na 06’ ekmuenoi oyiHKu po3nooiny
HABAHMANCEHHS, BUKTUKAHO20 842010 MINA TOOUHY MA U020 GNAUBY HA JOKOMOYIL, HeOOXIOHT KIIHIYHUL aHali3 pyXy ma
nocmyponoziune oocmedcenns. Ilpu ananisi HasaumasgiceHvb Ha CMony, HeOOXiOHO 8paAx08y8amu YOAPHI HABAHMANCEH-
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