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Unmanned aerial vehicles are very important in everyday life. Their number is increasing every day, as well as the
scope of their use. Therefore, it becomes necessary to automate their flight from departure to kindergarten. During
automatic flight, drones have certain problems during takeoff, landing and positioning. The problem is that when
landing and taking off, it is necessary to ensure high positioning accuracy, which is impossible when using GPS, as it
can provide accuracy of only a few meters, which is not enough, and the use of operators is accurate, but this method
requires the use of quality cameras with stabilization. These stabilization cameras are very heavy, so the payload of
drones is reduced, and they are very expensive (usually more expensive than the drone itself). Also, the use of operators
during landing and departure can lead to a catastrophe due to human factors. The task of this article is to create a
classification table, analyze landing methods, assess their advantages and disadvantages, give recommendations for the
use of the most effective positioning system, as well as the development of new positioning methods.

In the course of work modern, and also the most widespread methods of positioning were considered, the critical
analysis of robots is made. As a result, it was proposed to classify drone positioning systems that provide reliable
takeoff, landing and delivery of goods using digital cameras. This classification includes all combinations of digital
cameras and radiation sources that can be located both on the drone and on the landing or cargo delivery area.
Examples are given for each combination proposed in the classification. A thorough analysis of the advantages and
disadvantages of each configuration of digital cameras and radiation sources is given. Recommendations for choosing
the best drone positioning system are provided. The main disadvantages of these systems are the complexity of
algorithms, which makes systems more expensive, as well as complicates the creation of the system, which does not
preclude the possibility of making a mistake when creating a system. And this can lead to an accident. All DPSs can be
classified on group depending on the number of digital cameras, number and shape of reference light sources, locations
of digital cameras and location of the light sources. From the point of reliability and economy the best DPS should
include one camera on a drone and a minimal set of reference light sources on the ground. The authors suppose that
three reference light sources that specify a triangle is the best choice because it makes possible estimation of the
distance and angular coordinates of the landing pad.

Key words: drone positioning system; digital camera; radiation source; digital image processing; coordinate
calculation.

Introduction automatic landing systems (ALSs) and drone

The number of commercially used drones
including multi-copters is estimated approximately as
several millions. Now they are considered as the
perspective transport for goods delivery [1, 2]. The
principal advantages of such transport are the
following omes: low cost of goods delivery in
comparison with any man driving transport, high
mobility due to small size and wide range of possible
de-signs and carrying capacity [1, 2]. It is known that
drone or multi-copter take-off is quite easily procedure
— it turns on the motors and flies up to necessary
altitude. But drone landing still remains one of the
most dangerous stages of flight. That is why many
drone manufacturers have been designing the

positioning systems (DPSs). Despite the large number
of known ALS and DPS designs, the search for the
new principles of drone coordinate measurements
remains actual. In many cases, drone landing or drone
goods delivery are performed under human control via
digital cameras or using Global Positioning System
(GPS), a digital compass and an altitude sensor [1, 2].
This human control increases the price of goods
delivery and decreases its reliability due to human
mistakes. On the other side, GPS has also the
limitations: its signal can disappear or can be distorted
in some places and some conditions. The drone
market has grown since the start of COVIDI19, for
example sales of drones used for agricultural spraying
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rose by a whopping 135 % [2]. The number of drone
deliveries for 2020 and 2021 has also increased. For
instance, in 2021, Zipline delivered about 100,000
parcels in just half a year, which is 30 % of the parcels
delivered by them [3]. These facts make DPSs very
important. That is why investigation of DPSs become
actual and interesting. The goal of this paper is the
attempt to propose the classification that could help to
identify the most perspective DPSs.

Drone positioning systems based on drone
camera

We propose the following DPS classification: all
DPSs are divided on 2 groups — DPS based on drone

cameras and DPS based on ground cameras (Fig. 1).
DPS with drone cameras may uses one or several
reference light sources, non-illuminated markers or
symbol markers (Fig. 2). DPS with ground camera
may be more complicated — they can use one or
several digital cameras, one or several reference light
sources on a drone or a drone without these light
sources.

At the beginning we consider the DPS without
reference light sources. The most common case — a
drone is controlled by human operator during taking
off, landing or goods delivery (Fig. 2,a).
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Fig. 1. Classification of drone positioning systems

A human operator see the drone landing pad via
a digital camera and video transmitting unit. It helps
him to evaluate the drone coordinates relatively the
pad. Some digital image software allows automatic
tracing a symbol, for example “H”, on this pad. The
advantage of this technique is high accuracy. The
disadvantage is high risk of accidents due to human
factors.

In general systems use machine learning to
recognize objects. Such objects can be as a specially
installed one or more light indicators on the ground, or
a QR code, or objects that surround us (houses, trees,
people, etc.).

There is a system that can automatically land a
drone on a symbol on the ground [4]. Several cameras
on the drone record the image of a letter or symbol on
the ground, determine the presence of control points.
Further, when landing, this is tracked, and the drone
corrects the position. Such a system is accurate, but
has disadvantages such as high price, does not have
the ability to work at night and in bad weather
conditions.

DPS FlytDock [5], Accurate Landing of
Unmanned Aerial Vehicles [6], Precision Landing
system [7], Autonomous Landing of a UAV [8] use
camera on drone with QR marker on ground
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(Fig. 2, b). These systems allow to land automatically
on a platform with a visual marker. This marker can
be printed even at home. By the size of the marker,
you can find out the drone position relatively to the
landing pod (height from which the UAV flies, etc.).
The system does not use any addition-al sensors. Its

a)
Drone/

Camera

Landing zone

9

Drone/

Camera

Light marke

Landing zone

software controller accurately brings the drone to the
desired landing site using FlytAPI package and a local
network or cloud. The advantages of this technique are
high accuracy, doesn’t depend on human factors. The
disadvantages are does not work at dusk, at night, in
bad weather conditions (rain, fog, snow).

b)

Drone /

Camera

QR marker

Landing zone

Landing zone

Fig. 2. Drone positioning systems: (a) manual DPS, (b) FlytDock, (c) IR Lock, (d) AAL

DPS IR Lock uses camera on drone with one
reference light source. The landing accuracy is with-in
10 cm of the IR signal beacon, which moves less than
1 m/s [9]. The IR-LOCK sensor can be connected
directly to the drone via an I2C interface [9]. The
IRLOCK sensor must be mounted on the underside of
a drone with the camera lens pointing straight down.
The sensor board should be oriented so that the white
button on the board is facing the front of the vehicle
(or, to put it another way, the side closest to the
camera lens should be facing the front of the vehicle)
[9]. The advantages of this technique are high
accuracy, doesn’t depend on human factors, can work
at dusk, at night. The disadvantages is does not work
at bad weather conditions (rain, fog, snow).

The DPS named “High-Precision Landing System
for Drones” is presented by FOXTECH company [10].
This system very similar to previous one. It uses
camera on drone and one light marker on ground. The
drone adjusts its position relative to the landing zone
based on the position of the marker image received by
the camera. A drone equipped with this system can

perform autonomous take-off and landing at very
short distances. Landing accuracy is controlled within
10cm. The advantages of this technique are high
accuracy, doesn’t depend on human factors, can work
at dusk, at night. The disadvantages are does not work
at bad weather conditions (rain, fog, snow), the system
is only compatible with the DIJI A3/N3 flight
controller.

The simple autonomic drone landing system uses
a LEDs pattern and visual markers recognition [11]
(Fig. 2, d). A system consisting of three LEDs on the
ground that forms an equilateral triangle and a camera
on a drone is proposed. With this system, the drone
can find out its position relative to the landing area
and height. Knowing this information, the drone
adjusts its position and lands. The advantages of this
technique are very high accuracy, doesn’t depend on
human factors, can work at dusk, at night. The
disadvantages are does not work at bad weather
conditions (rain, fog, snow).

The system called “Automatic Aircraft Landing”
(AAL) uses camera on drone with several reference
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light source (Fig. 2,d) [12]. It consists of three
infrared laser reference light sources, which are
located on the ground, and a digital camera on the
drone. The laser light sources are recognized by the
digital camera and the drone image processing
software can monitor them, determine it’s linear and
angular coordinates relative to the runway and, based
on the data obtained, send signals to the flight
controller to adjust the drone trajectory. The
advantages of this technique are very high accuracy,
doesn’t depend on human factors, can work at dusk, at
night. The disadvantages are does not work at bad
weather conditions (rain, fog, snow).

The proposed system can provide measurement of
six navigation parameters, as well as components of
linear and angular velocities, which provide automated
flight control during landing without the use of
additional sensors [12, 13].

a)

Drone positioning systems based on ground
camera

Another LPSs when cameras based on ground. In
this case we can use one or several cameras on ground
and one or several light sources of light on drone
(Fig. 3 (a, b, c, d)). Ground based camera receive light
signal from drone. Then signal process by computer
and send signals to drone for correct its position.

For instance, A Ground-Based Near Infrared
Camera Array System [14] concentrated on the vision-
based landing navigation. The system, which describe
in this article, consist of 3 main parts: 1. An array of
infrared cameras and a near infrared laser beam based
on a cooperative far-field optical imaging module; 2.
Module for calibrating a large-scale array of outdoor
cameras; 3. Laser marker and 3D tracking module.
(Fig. 3, ¢).
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Fig. 3. Camera on ground: (a) one light source on drone, (b) several reference lights sources on drone; Several cameras
on (c) one light source on drone, (d) several reference lights sources on drone

— Involved in localization of the stereo vision of
toughness of the landing system, this system needs to several cameras, false targets can be re-moved
be capable of take away the wrong targets well. due to the limitations of the trace of drone space
Removing false goals is mostly revealed in three motion;
aspects [14]: — Involved in tracking a target, false targets can be
— Involved in multi-camera co-detection based on removed by analyzing the directions of motion
the epipolar limitation, false targets can be and speeds of possible targets.
removed using a symmetric transmission error; Thus, the aim can be found rightly [14].

With the aim of increase the stability and
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The problem of this method is to use cameras. It
means that we have image processing. So, this method
is slowly and energy consuming.

After analyzing the previous information, we
came to the following: the best system, in our opinion,
is the system “Automatic Aircraft Landing” [12].
Because it gives high accuracy, but the use of an
additional marker complicates the algorithm of this
system. We offer a system that uses three sources of
radiation on the ground and a camera on the drone.
This system will provide high accuracy, while the
algorithm is very simple. Three LEDs form a triangle
on the landing area. The camera on the drone forms an
image of these LEDs. According to the position of the
LEDs in the image, the drone evaluates its position
relative to the landing area (what is the deviation from
the center, height, angle of roll and pitch) and it
simplifies coordinate estimation.

Conclusions

All DPSs can be classified on group depending on
the number of digital cameras, number and shape of
reference light sources, locations of digital cameras and
location of the light sources. From the point of
reliability and economy the best DPS should include
one camera on a drone and a minimal set of reference
light sources on the ground. The authors suppose that
three reference light sources that specify a triangle is
the best choice because it makes possible estimation of
the distance and angular coordinates of the landing pad.
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CUCTEMU ITO3UMLIIOHYBAHHA I APOHIB, SKI BUKOPUCTOBVYIOTH IMU®POBI
KAMEPHU

Be3MNiNoTHI TeTanbHi anapatu fyske BaIIMBi B IOBCAKICHHOMY KHTTi. IX KilTbKiCTh 36iMbIIYETHCA 3 KOKHUM JHEM, fK i
cdepu X BUKOpUCTaHHS. TOMy crae HEOOXITHUM aBTOMATH3YBaTH iX IOJIT 3 MOMEHTY BHJIBbOTY 10 nocaaku. [Ipu aB-
TOMaTHYHOMY TIOJILOTI OE3MUIOTHUKM MAalOTh IIE€BHI IPOOJIEMH IPH BUWIIBOTI, MOCA/Il Ta Mo3ulioHyBaHHi. [Ipobnema
HOJIATae y TOMY, 1[0 IIPH ITOCAJLi Ta BUJIbOTI HEOOXITHO 3a0€311eUYNTH BUCOKY TOUHICTh MO3HUI[IOHYBAHHS, 1[0 € HEMOX-
JUBKM Ipu BUKOopucTaHHi GPS, ockinbku BiH MOke 3a0€3MEeYUTH TOYHICTD JIMIIE B JEKUIbKa METPIB, YOI'O HE JOCTaT-
HBO, 3 BUKOPHCTAHHS OIEPATOPIB X0U i € TOYHMM, aje el MeTo]| MoTpedye BUKOPUCTaHHS SIKICHUX Kamep 31 crabimiza-
mieto. Lli kamepu 3i crabinizamiero qye BaXKi, TOMY KOPUCHE HaBaHTa)XEHHsI IPOHIB 3MEHILYETHCS, a TAKOX BOHH Y-
e JIOpori (3a3BUUail 1opoxye HiX caM ApoH). Takoxk, BUKOPUCTaHHS ONEpaTOPiB MPU MOCAALl Ta BUIBOTI MOXKE MPH-
3BECTH 10 KaracTpodu depe3 JIOJACHKUH (hakTop. 3anaya mi€l cTaTTi MOJsArac y CTBOpPEHHI KiacudikaniiHol Tadmumi,
aHaJli3i METO/IiB IMOCAIKH, OLIHII 1X IMepeBar i HeJOIKIB, CTBOPCHHI PEKOMEHIAIIN 0 BUKOPUCTAHHS HAHOLIbII eek-
TUBHOI CHCTEMH MO3WIIOHYBAaHH:I, a TAaKOXK PO3pOOII HOBHX METOJIB MO3UIIOHYBaHHA. B mporeci podotu Oyino pos-
IJISIHYTO Cy4acHi, a TaK0)X HalOUIbII PO3MOBCIO/PKEHI METO/M MO3ULIOHYBAaHHS, 31HCHEHO KPUTUYHUHA aHadi3 pooir,
3aIpOIIOHOBAHO KJlacu(iKalilo CUCTEM MO3ULIIOBaHHS APOHIB, SKi 3a0€3MeuyIoTh HaliiHUHI 31T, TIOCAIKY Ta IOCTaBKY
BaHTAXIB 13 3aCTOCYBaHHAM LUPpoBuX Kamep. s kmacudikauis MicTUTh yci koMOiHamii MpoBUX Kamep Ta IKepel
BUIIPOMIHIOBAaHHSI, SIKI MOKYTh OyTH PO3TAIIOBaHi i Ha JPOHI, i HA MIOCAJKOBOMY MalIaHUYUKY YM MalJaHYMKy AJIS J10-
CTaBKM BaHTaxy. HaBeneHo IpuKiIagy Mo KOXKHIHM 3anporoHoBaHiil B kinacudikauii komOinanii. HaBogurses rpyHTo-
BHUI aHai3 NepeBar Ta HeJOoJIKIB KoHOI KoH(irypauii udpoBux KaMmep Ta jpkepes BUunpomiHioBanHs. Hanano pe-
KOMEH/1allii 11010 BUOOPY HaMKpamoi CHCTEMH MTO3HULII0BaHHS ApOHiB. OCHOBHUMHM HEJOIIKAMH PO3TIITHYTHX CUCTEM €
CKJIQJHICTh aJTOPUTMIB, IO POOUTH CUCTEMH JIOPOXKYMMH, a TAKOXK YCKJIJHIOE CTBOPEHHSI CUCTEMH, 110 HE BUKJIIOYAE
MOXJIMBOCTI 3pOOMTH NOMUJIKY IIPH CTBOPEHHI CHCTEMH. A 11e MOXe IIPU3BECTH /10 aBapii. ABTOpHU 3alpOIIOHYBaIM Ta
0OIpyHTYBaJIM CUCTEMY, KA 3aCTOCOBYE TPU ETAIOHHUX JUKEPEa BUIIPOMIHIOBAHHS, SIKi 33/1al0Th TPUKYTHHK, OCKIIBKA
L€ JIa€ MOJKJIMBICTD OL[IHUTH BiJICTaHb Ta KyTOBI KOOPJMHATH ITOCAAKOBOT IIOIIAKH.

KurouoBi cioBa: cucreMa Mo3UIIIOHYBaHHS JPOHY; ITUPOBa KaMmepa; IHKEPesIo BUIPOMiHIOBaHHS; udpoBa 00poOKa
300pa)keHb; 00YNCIICHHS KOOPMHAT.
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3anpononosano  30ilicHi06amu  ABMOMAMU30EAHUIL  PO3PAXYHOK — 0A2amonin3060i  onmuunoi  cucmemu
NAHKPAMUYHO20 NPUYiny 3a OO0NOMO20I0 O0OHO20 13 CYYACHUX ANOPUMMIE 2n00anbHoi onmumisayii, a came
aoanmuero2o memoody ougepenyisanoroi esonoyii Kowi. Onmuyna cucmema, wo po3ensioacmucs, 3abesneuye suoume
sbinbuenns 6i0 4 0o 16* ma xymoee none 30py 6 npocmopi napamempis 6i0 5,15° do 1,32°. Bona mae diamemp
6xionoi 3inuyi 42 mm, iodanenns euxionoi sinuyi @ dianazoni 85...90 MM ma MAKCUMATLHY O0BAHCUHY CUCTEMU —
325 mm. IHpuyin micmumo 14 ninz 6 9-mu xomnouwenmax, sucomosaenux 3i ckna xkamanroey CDGM. V ecix cmanax
NAHKPAMUYHOT ONMUYHOL cucmemu GiHbEMYBAHHS NPOMEHIE8 NOBHICMIO GIOCYMHE. [[Nsl 00CAcHEeHHsT UCOKOT AKOCMI
300pasicents, NApaMempudHull Cunme3 Npuyiny 30MCHIOBABCS OOHOYACHO Osl N SIMU NPOMINCHUX CMAHIB, WO
gionogioaiome euoumomy 30ineuennio 16%, 13°, 10°, 7 i 4", 3a60sxu po3pobreHomy cneyianizoeanomy npozpamHomy
3a0e3neuenHio  BUKOHAHO  eKCNEePUMEHMANbHY  Nepesipky  0i€30amHocmi  maxkoeo  nioxody Ha — NPuKiaoi
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